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Summary

This course gives an introduction to the mathematics of quantum information.

Notation

>, — finite set, Section 1.1

P(X) — probability distributions on ¥, Eq. (1.12)

H,IC,... — finite-dimensional Hilbert spaces, Section 1.1

L(H,H') - linear operators from H to H', Eq. (1.5)

PSD(H) — cone of positive semidefinite operators on H, Eq. (1.8)

A < B - (Loewner) partial order defined using the PSD cone, Eq. (1.9)
Tr[M] — trace of matrix M, Eq. (1.4)

Trp[Map| — partial trace of Map over system B, Definition 2.8

D(H) — quantum states on #, Definition 1.7

|®% ;) — maximally entangled state, Definition 3.5

|®(®:2)) — Bell states, Eq. (3.4)

U(H) — unitary operators on H, Eq. (2.21)

U(H, K) — isometries from H to K, Eq. (2.20)

f(M), /M, log M, ... functions of Hermitian operators, Definition 1.6
|z||, — #P-norm of vectors, Eq. (4.1)

| M|, — Schatten p-norm of operator M, Definition 4.1

| M||1 — trace norm of operator M, Eq. (4.2)

|| M||2 — Frobenius norm of operator M, Eq. (4.3)

| M||oo — operator norm of M, Eq. (4.5)

(M, N) — Hilbert-Schmidt inner product, Eq. (4.4)

T(p,q) — trace distance between distributions p and ¢, Definition 7.4
T(p, o) — trace distance between states p and o, Definition 4.6

F(p,o) — fidelity between states p and o, Definition 4.9

T4 — identity channel on H 4, Eq. (4.26)

CP(H a, Hp) — completely positive maps from H 4 to Hp, Definition 4.15
C(Ha,Hp) — quantum channels from H 4 to Hpg, Definition 4.15

JEB — Choi operator of ® 4,5, Eq. (5.1)

A — completely dephasing channel, Eq. (5.3)

H(p), H(X), H(X), — Shannon entropy, Definitions 6.1 and 6.4

The(p) — typical set, Definition 6.10

H(p), H(A), H(A), — von Neumann entropy, Definitions 7.1 and 8.1
F(T,p) — channel fidelity of channel 7 and state p, Definition 7.7

Sn.e(p) — typical subspace, Definition 7.11

I(A: B), — mutual information of state psp, Definition 8.3

X({pz, p=}) — Holevo x-quantity of ensemble {p,, p;}, Definition 9.1
D(p||q) — relative entropy of distribution p with respect to distribution g, Definition 9.6
D(p||lo) — quantum relative entropy of state p with respect to state o, Definition 9.7
Sep(H 4 : Hp) — separable operators on H 4 ® Hp, Definition 10.8
SepD(H 4 : Hp) — separable states on Hy ® Hp, Definition 3.1
SepCP(H A : Hp, Ha : Hp') — separable completely positive maps, Definition 10.4
SepC(Ha : Hp,Har : Hp') — separable quantum channels, Definition 10.4
LOCC(Ha : Hp,Ha : Hp') — LOCC channels, Definition 10.3

Ent,(H 4 : Hp) — operators of entanglement rank at most r on H 4 ® Hp, Definition 10.10
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e z < y — majorization of vectors, Definition 11.2



P, — permutation matrices, Definition 11.3

A(A) — vector of eigenvalues of a Hermitian operator, Section 11.2
A < B — majorization of Hermitian operators, Definition 11.12
Ep(A: B), — distillable entanglement of p, Definition 12.1
Ec(A: B), — entanglement cost of p, Definition 12.2

Sym™(H) — symmetric subspace of H®", Definition 13.1
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Lecture 1

Introduction to quantum information,
states, and measurements

This course gives an introduction to the mathematical theory of quantum information. We
will learn the basic formalism and toolbox that allows us to reason about states, channels, and
measurements, discuss important notions such as entropy and entanglement, and see how these
can be applied to solve fundamental mathematical problems that relate to the storage, estimation,
compression, and transmission of quantum information.

To make this concrete, suppose that we would like to transmit a message through a com-
munication channel (think of an optical fiber with some loss). To achieve this, we might try to
encode our message m into a quantum state p,,, which we then send through the channel. The
receiver receives some noisy state p,, and wants to apply a measurement that allows them to
recover m with high probability. This situation is visualized in the following figure:

message state noisy state decoded message

encoder quantum channel - decoder >
m Prm Pm m

What is the optimal way of encoding the message when the channel is quantum mechanical? To
even make sense of this question, we first have to learn how to mathematically model quantum
states and channels. We will do so in the first weeks of the course. In the remainder of the course,
we will learn a variety of mathematical tools that will eventually allow us to attack information
processing problems such as the above.

Throughout the course, we will use some linear algebra (in finite dimensions) and probability
theory (of distributions with finitely many outcomes). See Chapter 2.1 and Appendix 1 of
“Quantum Computation and Quantum Information” by Nielsen and Chuang for a good summary.
We will recap the most important bits in these lecture notes.

1.1 Hilbert space and Dirac notation

Today, we start with an introduction to the axioms (rules, laws, postulates) of quantum informa-
tion. Some of the axioms may look differently from (or more general than) what you remember
from a previous course on quantum mechanics, and we will discuss this carefully. The first axiom
is the following;:

Axiom 1.1 (System). To every quantum system, we associate a Hilbert space H.

Throughout this course we will restrict to finite-dimensional Hilbert spaces. Recall that a
finite-dimensional Hilbert space is nothing but a complex vector space together with an inner



product, which we denote by (¢|¢). We will always take our inner product to be anti-linear in
the first argument! Any Hilbert space carries a natural norm, defined by ||| := /{(¥|¢).

Throughout this course we will use Dirac’s “bra-ket” notation, with “kets” 1)) denoting vectors
in ‘H and “bras” (1| denoting the corresponding dual vector in H*, i.e., (¢| := (¢|-). The latter
means that (1| is the linear functional that sends a vector |¢) to the inner product (¢)|¢). Thus,
“pbra” and “ket” together give the inner product (¥|p) = (¢||¢). A unit vector is a vector |i)
whose norm (or norm squared) is equal to one, i.e., (|¢) = 1.

A well-known example is the Hilbert space # = C¢ with the standard inner product (¢|i)) =
Zle ¢;; and norm ||| = (Z?ZNMZ)U 2. Any d-dimensional Hilbert space can be identified
with C? by choosing an orthonormal basis. When we speak of a basis of a Hilbert space we
always mean an orthonormal basis. One can think of kets as column vectors and bras as row
vectors. Hence, if |1) is a column vector, then (¢| denotes the row vector obtained by taking
the conjugate transpose of the column vector. The following compares Dirac notation with the
corresponding expression in coordinates:

U1
g
d Y11 ... Y1gg
(Plv) => i, Mgl = : :
=1 Yap1 ... Yada
As a first nontrivial example of using Dirac notation, let |¢)) be a unit vector. Then
P = [y) ()] (1.2)

is the orthogonal projection (‘projector’) onto the one-dimensional space C|¢)). For example,
if [¢) = (§), then |)(¥| = (§9), which clearly projects on the first coordinate. To prove the
general claim, we only need to verify that Plt) = |1)(1[1) = [1), since (1| = ||¢||* = 1, while
Plo) = [1)(¥|¢) = 0 for any |¢) that is orthogonal to |¢). From this, it is also clear that

Z|€¢><€i| =1 (1.3)

is the identity operator for any choice of orthonormal basis |e;).
Another useful formula is that the trace of any X € L(#) can be calculated as follows:

Y] = Y feil Xe). (14)

)

Indeed, the right-hand side terms are just the diagonal entries of X when represented as a matrix
with respect to the basis |e;). Exercises 1.1 and 1.2 allow you to sharpen your Dirac notation
skills some more.

1.1.1 Qubits and qudits

The simplest quantum system is the qubit — short for quantum bit. It corresponds to the
two-dimensional Hilbert space H = C2. We denote its standard (or computational) basis basis by

=) ()



These two vectors together make up a classical bit inside a quantum bit: {0,1} 3 z — |z) € C2.
More generally, a quantum system with Hilbert space H = C¢ is called a qudit. We denote
its standard basis by |x) for z € {0,1,...,d — 1}, that is,

O O =

0
1
0

=)
~
I
=
S~
I

0 0

In quantum information, it is often useful to work with Hilbert spaces that have a privileged
basis labeled by some set X. The reason is that we might want to use this basis to store some
classical data (such as a message that one would like to transmit, encrypt, or compute with,
or the outcomes of measurement, etc). In principle we could simply use H = C?, as discussed
above, but it is often convenient to allow ¥ to be some arbitrary finite set. This is completely
analogously to how in probability theory one usually considers probability distributions over an
arbitrary alphabet.

Therefore, given a finite set ¥, we denote by C* the Hilbert space with orthonormal ba-
sis {|z)}zex. That is, (z|y) = 05 4. Note that the Hilbert space is uniquely determined by this
requirement. As before, we call the basis {|z)},ex the standard (or computational) basis of C*.

Remark 1.2. If you would like to picture this vector space concretely, enumerate the elements

of ¥ in some arbitrary way, say ¥ = {z1,...,24}, where d = |X|. Then you can identify C*

with C¢ (the basis vector |z;) of the former corresponds to the basis vector |j) of the latter).
Formally, the vector space C* can be defined as the vector space of functions ¥ — C, equipped

with the inner product (f|g) := >, 5 f(x)g(x). In this picture, the standard basis vector |x)
corresponds to the function f,: ¥ — C, f,(y) = 65, which sends « to 1 and all other y # x to 0.

1.2 Operators, eigenvectors, eigenvalues

Throughout these lectures we will often deal with operators on Hilbert spaces, so it is useful to
introduce some notation and recall some concepts from linear algebra. For Hilbert spaces H
and /C, define

L(H,K) :={A: H — K linear}, L(H):=L(H,H)={A: H — H linear}. (1.5)

We write I or Iy for the identity operator on a Hilbert space H. Recall that any operator
A € L(H,K) has an adjoint. This is the operator AT € L(K,H) defined by the property that

(| AT|w) = (Y[A[g)  V|$) € H,|v) € K.

If you write A as a matrix with respect to an arbitrary orthonormal basis, then the adjoint is
given by the conjugate transpose matrix:

Al = AT = (@A)T.

Note that this is the same rule that we used to go from a ‘ket’ to the corresponding ‘bra’; see
Eq. (1.1). Indeed, if we think of |¢)) € H as an operator C — H then it is not hard (but perhaps
still slightly confusing) to verify that (1| = |1)T — so this makes perfect sense!

An operator A € L(H) is called Hermitian if A = AT. The set of Hermitian operators forms a
real vector space of dimension d?, where d = dim #H. Hermitian operators are diagonalizable with
real eigenvalues and orthonormal eigenvectors.! This is the content of the following important
result.

'Recall that |¢)) is called an eigenvector of A with eigenvalue a if A|y)) = aly).



Theorem 1.3 (Spectral theorem for Hermitian operators). Let A € L(H) be a Hermitian
operator, where d = dimH. Then there exist real numbers ay,...,aq € R and an orthonormal
basis |11), ..., [1a) of H such that each |1);) is an eigenvector of A, with eigenvalue aj. Moreover,
we have the following “eigendecomposition”:

d
A= agly) (). (1.6)
j=1

Conversely, any operator that has a decomposition of the form of Eq. (1.6), with real a; and
orthonormal |¢;), is necessarily Hermitian with these eigenvectors and eigenvalues. The latter
can be seen by verifying that

d d
Ale) = aj | (wilve) = agleg)6 = arlir)
j=1

=1

for kK =1,...,d. In the second step we crucially used the orthonormality of the |¢;). Indeed,
if A is of the form in Eq. (1.6) but the vectors |¢;) in this decomposition are not orthogonal,
they need not be eigenvectors of A, see Exercise 1.3.

An important class of Hermitian operators are the (orthogonal) projections, which are the
Hermitian operators P such that P2 = P. Equivalently, their eigenvalues are in {0, 1}, see
Exercise 1.4. For example, P = [¢)(¢] is a projection for any unit vector |¢), as we already
discussed in Eq. (1.2). Note that the eigendecomposition (1.6) decomposes any Hermitian
operator into a linear combination of projections |t;)(1);| onto (pairwise orthogonal) eigenvectors.

The eigendecomposition as written above is not unique. Indeed, while the eigenvalues
and eigenspaces are uniquely determined, (1.6) depends on choosing an orthonormal basis of
eigenvectors in each eigenspaces. If we want a unique decomposition, we can instead write:

A=>"aP,, (1.7)

a€S

where S is the set of eigenvalues of A and P, denotes the orthogonal projection onto the eigenspace
corresponding to eigenvalue a € S. This decomposition is unique, and it can be obtained from

Eq. (1.6) by setting S := {a;} and Py := 3, . o,—al®s) (¥]-

We now come to a central definition. We say that an operator A is positive semidefinite
(PSD) if A is Hermitian and all its eigenvalues are nonnegative. Thus A can be written as in
Eq. (1.6) with a; > 0. Positive semidefinite operators are so important that we will give them
their own notation and define

PSD(H) = {A € L(H) : A positive semidefinite}. (1.8)

A positive semidefinite operator such that all a; > 0 is called positive definite (PD), and we
write PD () for the subset of positive definite operators. Equivalently, PD(H) consists of those
operators in PSD(#H) that are invertible. Both sets PSD(H) and PD(H) are convex,? as you can
prove in Exercise 1.11.

In general it can be difficult to compute the eigenvalues. To this end, the following criterion
is useful to test when an operator is PSD (Exercises 1.5 and 1.7):

*Recall that a set S is convex if pr + (1 — p)y € S for every x,y € S and p € [0, 1].
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Lemma 1.4 (When is an operator positive semidefinite?). For a Hermitian operator A € L(H),
the following five conditions are equivalent:

(a) A is positive semidefinite.

(b) A= BB for an operator B € L(H).

(c) A= BB for an operator B € L(H,K) and some Hilbert space K.

(@) (WIAR) > 0 for every [) € H.
(e) Tr[AC] > 0 for every C' € PSD(H).

Careful: There are Hermitian matrices A such that all entries A;; are positive, but A is not
positive semidefinite! You can find an example in Exercise 1.8.
We introduce one final piece of notation: for two operators A, B € L(H), we write

A>B or B<A (1.9)

to denote that A — B € PSD(H). This defines a partial order on L(#) that is sometimes called
the Loewner order. For example, A > 0 means simply that A is positive semidefinite, while
A < I states that I — A is positive semidefinite, i.e., A is Hermitian and has eigenvalues less or
equal to one. See Exercise 1.9 for more detail.

Remark 1.5 (Operators vs. numbers). It is useful to think of the Hermitian operators as the
operator counterpart of the real numbers R, and the PSD operators as the operator counterpart
of the nonnegative numbers R>¢. In fact, this is exactly what you obtain for H = C. For example,
the characterization A = BB of PSD operators generalizes the statement that the nonnegative
numbers are precisely the absolute values squared of arbitrary complex numbers: a € R>q if and
only if a = bb = |b|? for some b € C.

For Hermitian operators, one can construct new operators from old ones by applying an
arbitrary function to the eigenvalues while keeping the eigenvectors the same. This is also known
as a ‘functional calculus’, and it is formally defined as follows:

Definition 1.6 (Functions of Hermitian operators). Let f: D — R be an arbitrary function
where D C R. For any Hermitian operator A with eigendecomposition A = Z?zl a;j|v;)(v;| and
all eigenvalues a; € D, we define?

d

> £(ag) s (sl

J=1

f(A4):

Moreover, if g: D — R is another function as above then f(A)g(A) = (fg)(A), where fg is the
pointwise product of f and g (i.e., (fg)(x) = f(z)g(z) for x € D). Similarly, if g: f(D) — R
then g(f(A)) = (go f)(A), where g o f is the composition (i.e., (go f)(x) = g(f(z)) for z € D).

For example, if f(z) = 2™ is the n-th power function on R, then

FLA) =A" = A A,

n times

3This definition does not depend on the choice of eigendecomposition. Indeed, if we write A in the form (1.7),
which does not depend on any choices, then f(A) =3 f(a)P..
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so this agree with the usual definition of the n-th power of an operator. For a more interesting
example, take the square-root function f(z) = y/x which is only defined on R>o. We can
use it to define the square root of a PSD operator A by VA := A2 .= f(A). That is,
if A= Z?Zl a;j|1;) (1] is an eigendecomposition of A then the square root is given by

d
VA= AYVZ =N fag ) () (1.10)

J=1

This operator is again PSD and, clearly, (\/2)2 = A. Moreover, v/A is the unique PSD operator
with the property that it squares to A. You can show this in Exercise 1.10.
Warning: In general, it is not true that vVAB = v/AV/B for A, B PSD. Indeed, AB will in

general not even be PSD! (Can you find an example?)

1.3 Quantum states

We will now discuss the state space of quantum systems.

Definition 1.7 (State). A state, quantum state, density operator, or density ‘matriz’ is by
definition a positive semidefinite operator with trace one. We denote the set of states on a Hilbert
space H by

D(H) = {p € PSD(H) | Tr[p] = 1}.

’ Axiom 1.8 (States). The state space of a quantum system with Hilbert space H is given by D(H).

This definition might look surprising to you if you have taken a quantum mechanics course
(or a popular quantum computing course). Aren’t quantum states described by unit vectors in
Hilbert space? In fact, p = |1)(¢] is a quantum state for any unit vector |¢)) € H. Such states
are called pure, as in the following definition.

Definition 1.9 (Pure and mixed states). A quantum state p is called pure if it is of the
form p = [¢) (1| for some unit vector |¢)) € H. Quantum states that are not pure are called mized.
In particular, we always have a maximally mized state, defined by 7 = fl, where I denotes the
identity operator and d = dim H.

Note that the pure states p = |¢)(1)| are precisely the states of rank one, or equivalently, the
states that have a single nonzero eigenvalue (which is then necessarily equal to 1). Note that
the pure states are in one-to-one correspondence with unit vectors, up to an overall phase (i.e.,
|4) and e|1p) give rise to the same pure state). Indeed, you might know that an overall phase
of a state vector is unobservable — in this sense state vectors are more redundant than density
matrices. Mathematically, the space of pure states is a projective space. For convenience we
will sometimes say things like “the pure state [1)”, even though this is slightly imprecise and
we should rather say “the pure state [¢))(¢|”. You can explore the difference between pure and
mixed states in Exercise 1.12.

What is the meaning of mixed states? Suppose {p;, p;} is an ensemble of quantum states —
i.e., (pj) is a probability distribution and the p; are states. Such an ensemble might describe a
device that outputs state p; with probability p;. How should we describe the average output of
such a device? Clearly, we should take the average

p=>_pip;. (1.11)
J
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Then it is easy to see that p is again a quantum state. But note that even if the p; are all pure,
p will in general be mixed, see Exercise 1.13. Thus, mixed states not only arise naturally, but
they are in fact crucial to describe such common situations.

Mixed states also us to describe probability distributions using quantum states. Let

P(X) = {(px)xez €ERZy: Y pr= 1} = {pi S Rxo: > pla) = 1} (1.12)

AP TeEX

denote the set of all probability distributions on a finite set ¥ (depending on the context we
will think of p as a vector or as a function). Throughout these lecture notes all probability
distributions will have finitely many outcomes unless explicitly stated otherwise. Then we make
the following definition.

Definition 1.10 (Classical states). Let ¥ be a finite set. A quantum state p on H = C* is called
classical if it is of the form

p= pr|w><93| (1.13)

€Y

where (p;)zex € P(X) is an arbitrary probability distribution. In other words, the classical states
are precisely those that are diagonal with respect to the standard basis.

For example, the classical states of a qubit H = C? are of the form

p = po|0){0] + p1|1)(1] = (%0 ;) ’

where pg,p1 > 0 and pg + p1 = 1.

Remark 1.11 (Why not restrict to pure states?). There is a more general and somewhat philo-
sophical point that is worth mentioning. In quantum computing, we usually start out with a pure
initial state (say, all qubits are initialized in |0) or |1)), apply unitary operations, and only at the
very end carry out a measurement. This allows one to exclusively work with unit vectors |¢)
rather than with density operators p.

In contrast, in quantum information theory we often deal with uncertainty and noise. In
this situation, mixed states arise naturally, as we already saw above. Similarly, instead of only
dealing with unitary operations, we will use the more general notion of a quantum channel, which
can send pure states to mixed states. This will be introduced in Lecture 4.

(In physics language, this is the distinction between ‘closed” and ‘open’ quantum systems.)

However, it is very important to point out that both formalisms are completely equivalent.
For example, one of the key points of Lecture 2 will be that we can always think of mixed states
as describing a part of a larger system that is in a pure state. Similarly, in Lecture 5 we will see
that quantum channels can be understood as the effect of unitary operations on a larger system.

To understand the structure of quantum states better, note that they are (by definition)
Hermitian operators, so the spectral theorem (Theorem 1.3) applies. Accordingly, we can write
any quantum state in the form

d
p=_pilt) (¥, (1.14)

J=1

with eigenvalues p; € R, orthonormal eigenvectors [¢;), and d = dim?#. Since p is positive
semidefinite, all p; > 0, and since Tr[p] =1, 2?21 pj = 1. We record this useful result.
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Lemma 1.12. For any quantum state, the collection of eigenvalues forms a probability distribution. ‘

If we put p; = |v;)(v);], then Eq. (1.14) is precisely of the form of Eq. (1.11). This shows that
any quantum state can be understood as the average of an ensemble of (pairwise orthogonal) pure
states. But careful: In general there are many different ways of writing a given quantum state as
an ensemble. In particular, if someone hands you a quantum state in the form of Eq. (1.11), the
p; might have nothing to do with the eigendecomposition (since the p; need neither be pure nor
orthogonal). You can explore this in Exercise 1.13.

Formally, the fact that for any ensemble {pj, pj} of quantum states the average (1.11) is again
a quantum state means that D(H) is convex. The following picture shows three convex sets:

@ 9 @

The first has a ‘round’ boundary, while the second also has some ‘flat’ sides, and the third is
a ‘polygon’. What does the convex set of quantum states look like? To get more intuition we
consider the case of a single quantum bit.

1.4 States of a single quantum bit: Bloch ball

In this section we will study the geometry of D(C?) — the state space of a single qubit. We start
by observing that the four Pauli matrices

O IR () V) B T R

are linearly independent and form a basis of the real vector space of Hermitian 2 x 2-matrices.*

Indeed, a 2 x 2 matrix is Hermitian iff its diagonal entries are real and its top-right entry is the
complex conjugate of its bottom-left entry. Note that X, Y, Z are traceless, while Tr[I] = 2. As
a consequence, we see that

. x
H= (I+xX+yY+zZ) 2(512 31‘_24) where 7= | y | € R3,
z

is the most general form of a Hermitian 2 x 2-matrix with Tr[H]| = 1. The vector 7 is called the
Bloch vector of H, and so far it is completely arbitrary.

When is H a quantum state? We need to determine that H is PSD, i.e., has nonnegative
eigenvalues. Since Tr[H] = 1, its eigenvalues are given by {A,1 — A} for some A € R. A moments
thought shows that A > 0 and 1 — A > 0 if and only if A(1 —A) > 0 (since A and 1 — A cannot
both be negative). But note that this product can be computed by the determinant of H:

AM1=XN)=det(H)=-((14+2)(1—2) — (x+iy)(z —iy))

(-2 =2 = 1 (1- 7).

Thus, H is a quantum state if and only if ||7]| < 1. Thus we have shown that the state space of a
qubit can be identified with the unit ball in R3. This is known as the Bloch ball and it is clearly
convex, in agreement with our prior discussion.

(1.16)

AMH»MH

4The Pauli matrices satisfy the following properties which are extremely useful: They each square to the
identity, X? = Y? = Z? = I, and we have the ‘cyclic’ identity XY Z = iI, which implies XY = —Y X = iZ etc.
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When is H a pure state? This is the case precisely when A(1 — A) = 0 (one eigenvalue is zero
and the other is one). By Eq. (1.16), the latter means that ||7]| = 1, i.e., 7 is contained in the
boundary of the ball — the unit sphere — which is called the Bloch sphere. We summarize:

Lemma 1.13 (Bloch ball). Any qubit state p € D(C?) can be written in the form

1
P=3 (I+re X +1yY +1,7), (1.17)

where T = (25) is an arbitrary vector of norm ||7]| < 1. Moreover, p is pure if and only if ||7]] = 1.

z

The following figure visualizes the Bloch ball and some important features that we discuss
now:

z

|0)(0|

x
classical
[1)(1]
The north and south poles have Bloch vectors
0 0
=0, m=10], (1.18)
1 -1

which correspond via Eq. (1.17) to the pure states

o= (g o). wai=(g 9)-

The blue line segment between north and south pole corresponds precisely to the classical states

p=r0 0+ -pmai=(5 0 ). (119)

In particular, the origin of the Bloch ball corresponds to the maximally mixed qubit state 7 = I/2,
with Bloch vector 7= 0.
The ‘west and east poles’ of the Bloch ball

1
mo=(of, m—=[o0]. (1.20)
0
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must also correspond to pure states. We claim that they correspond to the so-called Hadamard
basis states, which are defined by

1 1 1
)= s (0 £ 1) = o (). (1.21)

Indeed,

) (+] = % G 1) ;=N = % (_11 _11> , (1.22)

are precisely the states that via Eq. (1.17) correspond to 7y.

Can you figure out the pure states that correspond to the ‘front’ and ‘back poles’ of the Bloch
ball?

You can learn more about the Bloch sphere in Exercise 1.14. In particular, you may prove
there the useful fact that the components of the Bloch vector 7 can be calculated by

v =Te[Xp], y=T[Yp], z=Tr[Zp]

In Exercise 1.15 you can design a procedure for estimating unknown qubit state by determining
its Bloch vector. This is an eminently practical task faced by experimental quantum physicists
on a daily basis. Naturally this will also require a way to extract information from a quantum
system. We will discuss this next.

1.5 Measurements

The discussion so far has been slightly formal, since we did not yet discuss the rules for getting
information out of a quantum system. For this we need the notion of a measurement.

Definition 1.14 (Measurement). A measurement or POVM (short for positive operator valued
measure) on a Hilbert space H with outcomes in some finite set 2 is a function

p: Q—PSD(H) suchthat Y p(x) =1 (1.23)
e

If all pu(x) are orthogonal projections then we say that p is projective.

When we apply a measurement p to a quantum system in some state p, the outcome will be an
element x € 2. We will often draw pictures such as the following to illustrate this situation:

P A >z )

4

p (1.24)

By convention, single lines correspond to quantum systems, while double lines denote classical
values.

Importantly, the measurement outcome x will in general be random (even if we know p
and p precisely). Indeed, quantum mechanics is a probabilistic theory. How can we calculate
the probability of each measurement outcome? This is known as the Born’s rule, which is the
content of our next axiom.
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Axiom 1.15 (Born’s rule). If we measure a quantum system in state p € D(H) using a
measurement g, then the probability of outcome x € Q is given by Born’s rule:

Pr(outcome z) = Tr[u(x)p] (1.25)

Let us verify that Born’s rule in Eq. (1.25) defines a probability distribution. Indeed, Tr[u(z)p] > 0
(since by Lemma 1.4 the trace of a product of two PSD operators is always nonnegative), and

> Tr[u(x)p] = T[Y | p(@)p) = Trlp) = 1,

z€Q €N

where we first use linearity, then Eq. (1.23), and finally that quantum states have trace one.
Thus, Born’s rule is well-defined.

Remark 1.16 (After the measurement?). You may wonder what happens to the quantum state
after the measurement — perhaps you remember from your quantum mechanics course that the
state ‘collapses’ into a post-measurement state, or something similar. At this point we do not
want to make any statement about this. For now we will simply assume that the quantum
state is ‘gone’ after the measurement and all that remains is the measurement outcome — as in
Figure (1.24).

How can we construct measurements? One way is by using an orthonormal basis. For a
qubit, the standard basis of C? is {|0),|1)} and the corresponding standard basis measurement is
defined by

psea: 10,1} — PSD(C?), x> |z)(z]. (1.26)

This clearly defines a projective measurement, since the |z) (x| are projections and

10)(0] + [1)(1] = (é 8) + <8 ?) ~ 1

Another basis of C? is the Hadamard basis {|+),|—)} defined in Eq. (1.21). The corresponding
measurement is called the Hadamard basis measurement. It is given by

HHad * {07 1} — PSD(C2)7 MHad(O) - H_> <+’7 :U'Had(l) - _><_" (127)

This also defines a projective measurement, as follows from Eq. (1.22).
In fact, by Eq. (1.3), the same procedure works for any quantum system and any orthonormal
basis of that system. Basis measurements are so useful that they get their own definition.

Definition 1.17 (Basis measurement). For an arbitrary orthonormal basis {|1;) }zcq of H, the
corresponding basis measurement is the projective measurement

pr Q= PSD(H)’ [1,((17) = |¢:c><¢a:|

If we take C? or C* with its standard basis, so pu(z) = |z)(z|, this is called the standard basis
measurement.

For a basis measurement, Born’s rule can be rewritten as follows:

Pr(outcome x | state p) = Tr[u(x)p] = Tr[[¢o) (Vulp] = (Vulpltha), (1.28)

17




where the last equality follows from the cyclic property of the trace (Tr[ABC| = Tr[BC'A]), or
by evaluating the trace in the basis {|)}. In particular, if you perform a basis measurement
and p = |1;)(y| is one of the basis state then the outcome will be x with certainty!

For a standard basis measurement, we would write Eq. (1.28) as

Pr(outcome z | state p) = (x|p|z). (1.29)

If p = |U)(P| is a pure state, then Eq. (1.28) is the same as |(1;|¥)|?, while Eq. (1.29) can also
be written as [(z|¥)|? = |¥,|?, where ¥, is the coefficient of |z) when expanding |¥) = > ¥, [z)
in the standard basis. (If you are attending Ronald de Wolf’s quantum computing course then
this formula will look very familiar to you!)

As a concrete example, suppose that we have a qubit in state p = |0)(0] and we carry out the
standard basis measurement in Eq. (1.26). Then the probability of outcome ‘0’ is given by

psta(0) = (0]p|0) = [{0]0)|* = 1,
i.e., the measurement yields outcome ‘0’ with certainty (as one might expect). In contrast, if

we perform the Hadamard basis measurement in Eq. (1.27) then the probability of outcome ‘0¢
(corresponding to the basis vector |+)) is given by

piaa(0) = (+lpl+) = [(+0)P = £,

so both outcomes are equally likely. Similarly, if p = |[1)(1| then the standard basis measurement
always yields outcome ‘1’, while the Hadamard basis measurement is again completely random.
This shows that the standard and the Hadamard basis are in some way ‘complementary’ — if
our qubit is in a standard basis state then doing a Hadamard basis measurement reveals no
information at all.

In Exercise 1.17, you can show an uncertainty relation, which establishes a precise quantitative
tradeoff between the uncertainty in the two measurement outcomes. In particular, there exists
no quantum state for which both outcomes are certain.

Are all measurements projective or even basis measurements? Certainly not! Exercise 1.20 dis-

cusses the so-called ‘pretty good measurements’ as a concrete example of a family of measurements
that are in general not projective.
Remark 1.18 (Quantum theory as non-commutative probability theory). It is instructive to
think of the formalism of quantum information as a non-commutative generalization of ordinary
probability theory. This can be made precise in many ways, for example, using operator algebras.
Here is a very concrete way. We saw that probability distributions can be embedded into quantum
states by associating to each distribution the corresponding “classical” state (Definition 1.10):

P(S) 5 D(CZ), p=(po)ocs = p= 3 pule)al.
TEX
We can also ask the converse question: How can we get a probability distribution out of a
quantum state? This is exactly achieved by measurements (Definition 1.14), since for any
measurement : € — PSD(H) we obtain a map

D(H) = P(Q), pr—p=(pz)zcq, where p(x)=Tr[u(z)p].

In fact, any map D(H) — P(€2) that is compatible with convex combinations is necessarily of
this form, see Exercise 1.19! This gives a nice and purely mathematical motivation for defining
measurements as we did.

Remark 1.19 (Measurements vs. observables). If you ever attended a course in quantum mechanics,
you may know the notion of an observable, which is another way to think about measurements.
In fact, observables correspond precisely to projective measurements with outcomes in the reals
(i.e., @ CR). In Exercise 1.21 you can explore this further.
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1.6 Exercises

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

1.9

Dirac notation quiz: In the Dirac notation, every vector is written as a ‘ket’ |¢)) and every
linear functional is written as a ‘bra’ (¢)| = |¢)T, where T denotes the adjoint. One can think
of kets as column vectors and bras as row vectors. Hence, if [¢) is a column vector, then (9]
denotes the row vector obtained by taking the conjugate transpose of the column vector.

Let |¢) and |¢) be vectors in C™ and A an n x n matrix. Which of the following expressions
are syntactically correct? For those that do, what kind of object do they represent (e.g.,

numbers, vectors, ...)7 Can you write them using ‘ordinary’ notation?

(a) [¢) + (¢ (d) (|A (8) [¥){¢lA () (¥[Al¢) + (lo)
(b) |} (o] (e) (V[A+ (¥l (h) [) Aol (k) (¥[) (|

(c) Al (f) [¥) (ol + A (i) (¥[Al9) 1) @lp)A

Trace vs. inner product: Let A = |[){(¢|, B = |¢){(¢| for |¢),|¢) € H. Verify that

Tr[AB] = [(])[.
Eigenvalue basics:

(a) Suppose that H = > a;|1;)(1;|. Show that when the |¢;) are orthogonal then they are
eigenvectors of H. Show that when the |1;) are orthonormal then the numbers a; are
eigenvalues of H. Are these assumption necessary?

(b) Consider the matrix H = |0)(0| + [+)(+|, where |+) is defined as in Eq. (1.21). Compute
its eigenvectors and eigenvalues.

(c) Compute the eigenvalues and eigenvectors of the matrix

1 0 0 1
0 1 —-10
H= 0 -1 1 0
1 0 0 1

Hint: You can avoid computing the determinant of a 4 by 4 matrix!

Projections: A Hermitian operator P is an (orthogonal) projection if it satisfies either of
the following two properties: (i) any eigenvalue of P is 0 or 1, (ii) P? = P. Show that these
two properties are equivalent.

Criterion for positive semidefiniteness: Prove Lemma 1.4.

PSD factorization: Find a PSD matrix A, such that A = BB, for some B € L(H,K)
with dim K < dimH. Also, find a PSD matrix A, for which such K and B do not exist. In
general, how large does dim K have to be?

Positive semidefinite operators: For all Q € PSD(H), show that:

(a) If @ € PSD(H) and A € L(H) then ATQA € PSD(H)
(b) If Q@ € PD(H) then Q~! € PD(H).

Positive entries but not PSD: Find an example of a Hermitian matrix A with nonnegative
entries which is not a positive semidefinite matrix.

Positive semidefinite order: Given two operators A and B, we write A < B if the operator
B — A is positive semidefinite. Show that the following three conditions are equivalent:
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1.10

1.11

1.12

1.13

1.14

1.15

(a) 0<ALI.
(b) A is Hermitian and has eigenvalues in [0, 1].
(c) (Y|AJ) € [0,1] for every unit vector |1) € H.

Uniqueness of the PSD square root: Let A € PSD(#). Show that if B € PSD(H) is
such that B2 = A, then B = v/A. As such, the PSD square root is unique.

Convexity:

(a) Show that PSD(H) and PD(#) are convex and closed under multiplication by R>¢ (i.e.,
conver cones).

(b) Show that D(#) is convex.

(¢) An extreme point of a convex set S is an element z € S that cannot be written as a
proper convex combination (i.e., z # px + (1 — p)y for any p € (0,1) and = # y € 5).
Show that the extreme points of D(#) are precisely the pure states.

Pure states and unit vectors:

(a) Consider the following states:

1/ (20 /14
P1—2117P2—0%7P3—2_11-

Verify for each state whether it is pure, and if so, find [¢);) such that p; = [1;)(¢;].
(b) Let |¢) = al0) + b|]1) € C? with a and b are complex numbers with |a|? + |b]> = 1.
Compute the associated density matrix [1) (1.

States vs. ensembles: Consider the ensemble consisting of the qubit states [0)(0] and |1)(1]

occuring with probabilities % and %, respectively.

(a) Compute the quantum state p corresponding to this ensemble. Is p pure or mixed?

(b) Find an ensemble consisting of three distinct pure states (with non-zero probabilities)
that corresponds to the same state p. Why can such an ensemble not correspond to an
eigendecomposition?

Bloch sphere: Recall from Lemma 1.13 that the state p of a single qubit can be parameterized
by the Bloch vector 7 € R3, ||7]] < 1. Namely:

1
p= §(I—|—TIX—|—TyY—|—TZZ).

(a) Show that r, = Tr[pX], ry = Tr[pY], and r, = Tr[pZ].

(b) Let o be another qubit state, with Bloch vector §. Verify that Tr[pc] = 1 (147 3).

(c) Let {|1;)}i=01 denote an arbitrary orthonormal basis of C2. Let 7 denote the Bloch
vector of |1;) (1| for i € {0,1}. Show that 7y = —i7,

(d) Let pu: {0,1} — PSD(C?) denote the basis measurement corresponding to the basis in
part (c). Show that the probability of obtaining outcome i € {0,1} when measuring p
using u is given by % (1+7-7;). How can you visualize this fact on the Bloch sphere?

Hint: X2 =Y?=2%2=1, while XY =iZ,YZ =iX, ZX =1iY are traceless.

Estimating an unknown qubit state: Your goal in this problem is to come up with a
procedure for estimating an unknown qubit state p.
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1.16

1.17

1.18

1.19

(a) Consider the following function:

I+(-1)°
w: {x7y7 Z} X {07 1} - PSD((CZ)v /'L(a7 b) = —i_(6)0-‘17
where 0, = X, 0y, =Y, and 0, = Z are the three Pauli matrices. Show that p is a valid
measurement. Is it projective?

(b) Show that the probabilities of outcomes when measuring p using p are given by

1+ (=1)°r,
play = LHCUe

where 77 = <£§) is the Bloch vector of p. Hint: See the hint in Ezercise 1.14.

(c) Now suppose an experimentalist prepares the state p and carries out the measurement p
not just once but a large number of times. Afterwards they send you a list {(a;, b;)}!" .,
where n is the number of repetitions and (a;, b;) is the measurement outcome in the i-th
repetition. Assume that n is very large. How can you obtain a good estimate of the
quantum state p from this data?

f Practice: In Exercise 1.15, you discussed how to estimate an unknown qubit state p by
performing the following measurement on many copies of p:
I+ (—1)b
e,z < 0,1 5 PSD(E), o) = T

where 0, = X, 0y =Y, and 0, = Z are the Pauli matrices.

The file 01-measurement-outcomes.txt on the course homepage contains N = 100000
measurement outcomes produced in this way (one per row). Give an estimate for the
unknown state p.

Uncertainty relation: Given a measurement p: {0,1} — PSD(#) with two outcomes and
a state p € D(H), define the bias by

(a) Show that 8 € [0, 1], that 8 = 1 iff the measurement outcome is certain, and that 5 =0
iff both outcomes are equally likely (for the given measurement and state).

In class, we discussed how to measure a qubit in the standard basis |0),|1) and in the
Hadamard basis |+), |—). Let 8stq and Syaq denote the bias for these two measurements.

(b) Compute Ssta(p) and PBuad(p) in terms of the Bloch vector of the qubit state p.
(c) Show that 82,,(p) + Biaq(p) < 1. Why is this called an uncertainty relation?

Functionals: Let A\: L(H) — C be a linear function.

(a) Show that there exists a unique X € L(#) such that A\[M] = Tr[XTM] for all M € L(H).
(b) Now assume that A[M] > 0 for all M > 0. What does this imply for X7

Measurements: Let H be a Hilbert space, Q a finite set, and M: D(H) — P(£2) an
arbitrary map that preserves convex combinations, i.e., M (3 ;p;jp;) = >_; p;M(p;) for any
ensemble {p;, p;} of quantum states. Show that there exists a measurement p: 2 — PSD(H)
such that p = M(p) is given by p(z) = Tr[u(x)p] for all x € Q and p € D(H).
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1.20 Pretty good measurement: Let p1,...,p, € D(H) be quantum states with the property

1.21

that I € span {p1,...,pn}

(a) Show that A :=>7"_, p; is positive definite.
(b) Define p: {1,...,n} — L(H) by u(j) = A=Y/2p;A=Y/2. Show that p is a measurement.

The measurement p is called the ‘pretty good measurement’. See also Exercise 4.3.

A Observables (for those of you who have taken a quantum mechanics course): In
this problem we discuss the relationship between measurements as defined in Definition 1.14
and the notion of ‘observables’ that you might be familiar with from an introductory quantum
mechanics course. An observable on a quantum system is by definition a Hermitian operator
on the corresponding Hilbert space H.

(a) Let p: Q — PSD(H) be a projective measurement with outcomes in the real numbers,
i.e., a finite subset 2 C R. Show that the following operator is an observable:

O = Za:,u(x) (1.30)

In fact, this is always an eigendecomposition, but you need not prove this.
(b) Argue that, conversely, any observable can be written as in Eq. (1.30) for some suitable p.
(c) Now suppose that the system is in state p and we perform the measurement p. Show
that the ezpectation value of the measurement outcome is given by Tr[pQ].
For a pure state p = [1) (1|, this can also be written as (¢|O|y). Do you recognize these
formulas from your quantum mechanics class?
(d) Consider an arbitrary qubit observable O = tI + s, X + s,Y + s,Z. Compute its
expectation value in a state with Bloch vector 7.
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Lecture 2

Joint systems, reduced states,
purifications

Last week, we mathematically defined quantum states and measurements, and we discussed that
probabilities of measurement outcomes are computed by Born’s rule [Eq. (1.25)]. We saw that
states are described by ‘density operators’ — positive semidefinite operators with unit trace. A
basic distinction is between pure states p = |1) (1|, which correspond to unit vectors in Hilbert
space (up to overall phase), and mized states, which cannot be written in this way. We discussed
that one motivation for mixed states is that they allow us to model ensembles.

Today, we will see another use for mixed states. If we have a composite system that consists
of two or more subsystems, then, even if the overall state is pure, the subsystems are typically
described by mixed states (see Eq. (2.13)). This phenomenon is closely related to the notion of
entanglement, which will be discussed in more detail in Lecture 3.

2.1 Joint or composite systems

Axiom 2.1 (Composing systems). For a quantum system composed of n subsystems, with Hilbert
spaces Hi, ..., Hn, the overall Hilbert space is given by the tensor product H = H1 ® - - - @ H,,.

For example, a quantum system comprised of n qubits is described by the Hilbert space

H=C’® .- @C2=(C**"
N——
n factors

This space has a natural product basis
|T1,. . &) = |21) @ -+ ® |x4),
indexed by bitstrings = (z1,...,x,) € {0,1}". We often leave out the commas and write, e.g.,
|010) = |0) ® |1) ® |0).
More generally, if #; = C> for i = 1,...,n, then
H=H1® @H,=C"® - @C™

has a natural product basis |z1, ..., z,) = |21)®- - -®|x,) indexed by tuples x € ¥ = 31 XX X,,.
In this way, H = C* are isomorphic.
What are possible states of a joint system? Here is a first class of states:
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Definition 2.2 (Product states and correlated states). A state p € D(H; ® --- ® H,,) is called a
product state if

P=p1® - ® pn. (2.1)

for p; € D(H;), i =1,...,n. A state that is not a product state is called correlated.

You can think of product states as the quantum generalization of joint probability distributions
where the random variables are independent, which means that the probability distribution factors
as p(x1,...,xn) = p1(z1) ... pu(xn). See Exercise 2.1.

Not all states are product states. Here is an example of a (maximally classically) correlated
two-qubit state:

p = 5100)(00] + S11){11] = Z[0)(0] @ 0){0] + gl1){1] @ [1)(1] = 5 (22)

1

To see the middle equality, remember that |00) = |0) ® |0), so |00)(00| = (|0) ® |0))({0] ®
(0]) = 10)(0] ® |0)(0| etc. The right-hand side matrix is with respect to the product basis
|00), |01), |10),]11). Note that Eq. (2.2) is a classical state — corresponding to a probability
distribution of two bits which are both equal to 0 or both equal to 1, with 50% probability each.
Thus the notion of correlations has nothing to do with quantum mechanics per se.

Remark 2.3 (Tensor product of operators). In Eq. (2.1) we used the tensor product of operators.
Let us recall its definition. If X € L(#H1,K1) and Y € L(Hs2, K3) are linear operators, then their
tensor product X ® Y is a linear operator in L(H; ® Ha, K1 ® K2) defined as follows:

(XeY)(Y) @) =X[)@Y|p)  V[Y) € Hi, |¢) € Ha (2.3)

Note that this definition is not circular — we define the tensor product of operators in terms of
the tensor product of vectors. In particular, the matrix entries of X ® Y with respect to product
bases are given by

(a,b|X @ Y|e,d) = (a| X|c)(b|Y|d).

Thus, if we think of operators as matrices then X ® Y is simply given by the Kronecker product
of X and Y.

An important special case is when one of the Hilbert spaces is one-dimensional. E.g., suppose
that Ho = C. In this case, any vector |n) € Ko can be identified with an operator Y € L(C, K2)
(in coordinates: a column vector is a matrix with a single column). Thus, we can think of X ® |n)
as the operator in L(H1,K; ® K3) that acts as

(X @ m)l) =X[g)@n) V) € Hr. (2.4)

(If also H; = C then we simply recover the tensor product of vectors.)

Similarly, if K9 = C then Y € L(H2, C) is nothing but a dual vector (n| € H3 (in coordinates,
a matrix with a single row is the same as a row vector), so we can think of X ® (x| as an operator
in L(H; ® He, K1) that acts as

(X @ (x])(lv) @8) = X[p) (xlo) = (x|¢) XIv)  V[Y) € Ha,|d) € Ha. (2.5)
——

eC
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Since (x|¢) is a number, it does not matter if we write it on the left or on the right (by linearity).
(If also K1 = C then we recover the tensor product of dual vectors.)

If all this seems confusing to you, you can simply take Eqgs. (2.4) and (2.5) as the definition
of the tensor product of an operator and a vector (or dual vector).

Remark 2.4. Product states are rather special. Indeed, a simple dimension counting argument
shows that generic states are correlated. Note that the space of Hermitian operators on a
d-dimensional Hilbert space has real dimension d?, likewise the space of PSD operators, so the
space of density operators has dimension d? —1 (the condition that Tr p = 1 reduces the dimension
by one). For simplicity, suppose that each H; is d-dimensional, so that H = H; ® - - - ® H,, has
dimension d”. Then the space of density operators on H has dimension d?® — 1, which grows
exponentially with n. In contrast, the space of product states has dimension n(d? — 1), which
grows only linearly with n (i.e., much slower).

When writing tensor products of vectors and operators, it can be confusing to remember
which tensor factors we are referring to. To simplify our life, we will henceforth adopt a notation
that is ubiquitous in the quantum information literature.

Definition 2.5 (Subscripts for subsystems). From now on we will always use subscripts to
indicate which subsystem some mathematical object refers to. Thus, we write Hap = Ha @ Hp
for the Hilbert space of a quantum system comprised of two subsystems A and B, |U4p) for
vectors in Hap, pap for states in D(H 4p), Xp for linear operators on Hp, and so forth.

2.2 Measurements on subsystems

Now suppose p4 is a measurement on subsystem A (Definition 1.14), as in the following picture.

ﬁ > € Q4

PAB

How can we calculate the probability of measurement outcomes when the overall system is in
state pap? The answer is given by the following input from physics:

Axiom 2.6 (Measurement on a subsystem, part I). If the joint system is in state pap and we
apply a measurement pa: Q4 — PSD(H4) on A, the probability of outcomes is calculated as
follows:

Pr(outcome x) = Tr [pAB (pa(z) ® IB)]. (2.6)

Note that Eq. (2.6) is precisely Born’s rule [Eq. (1.25)] for the following measurement on AB:
pa®@Ip: Q@ - PSD(Ha @ Hp), x> palr)® Ip.

What if we measure both on subsystem A and on subsystem B, as in the following figure?

fﬂ \

A leQA
PAB

f7§ \

B IyEQB
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In this case, we must use the following measurement on AB:

A up: Q4 x Qg — PSD(HA ®7'[B), (x,y) — ,LLA(x) ®,U«B(y)-

Axiom 2.7 (Joint measurement). If the joint system is in state p4p and we apply measurement
pa: Qa — PSD(Ha)on Aand pp: Qp — PSD(Hp) on B, then the joint probability of outcomes
x € Q4 and y € Qp is calculated as follows:

Pr(outcomes x and y) = Tr [pAB (pa(z) ® uB(y))]. (2.7)

It is clear how to generalize these rules to more than two subsystems.

2.3 Partial trace and reduced states

If p(x,y) is a joint probability distribution of two random variables, then we know that the
distribution of the first random variable is given by the marginal distribution p(z) =3, p(z,y).
We are looking for the quantum counterpart of this definition.

Now suppose that we are given a quantum state p4p on a quantum system AB composed of
two subsystems A and B, with overall Hilbert space Hap = Ha ® Hp. Which state p4 should
we use to describe the state of subsystem A alone? In other words, what is the quantum version
of a marginal distribution?

Clearly, we would like the state p4 to reproduce the statistics of all possible measurements
on A (but contain no information about B). In view of Axiom 2.6, this means it should satisfy

Tr[pap(pa(z) @ Ip)] = Trpapa(w)] (2.8)

for all possible 2, measurements p4: 2 — PSD(H4), and outcomes x € Q? How can we find
such a p4? We first give the solution and then verify that it does the job.

Definition 2.8 (Partial trace). The partial trace over B is the linear map
Trp: L(HA® Hp) — L(Ha)

defined as follows: For every Mup € L(Ha ® Hp),

Trp[Map] =Y (Ia ® (b)) Map (14 ® |b)), (2.9)
b

where |b) is an arbitrary orthonormal basis of H g (the result is independent of the choice of basis).
The operator Trg[Mapg] € L(H 4) is called the partial trace of Map over B.

See Egs. (2.4) and (2.5) to remind yourself of the meaning of 4 ® (b| and I4 ® |b). Concretely,
the matrix entries of Trp[Map] with respect to an arbitrary orthonormal basis |a) of Hy4 are:

(a] Trp[Maplld’) = (a,b|Magla’,b). (2.10)
b

Note that the partial trace not only sends operators to operators — but it is itself a linear
operator! Such maps are often called superoperators (we will learn more about them in Section 4.4).
The following lemma justifies the terminology partial trace:
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Lemma 2.9. Let Map = X4 ® Y, where X4 € L(Ha) and Yp € L(Hp). Then,

TI‘B[XA & YB] =Xy TI‘[YB] = TI‘[YB] X4.

Proof. Use Eq. (2.9) to see that

Trp[Xa®@Yp] =) (Ia® 0)(Xa@Ys)(Ia® b)) =Y Xa(b|Yn|b) = X4 Tr[Vp].
b b

Since Tr[Yp] is a number, we can also write this as Tr[Yp] X 4. O

We now list some important properties of the partial trace.

Lemma 2.10. For all X4 € L(Ha) and Map € L(Ha @ Hp), we have:
(a) Tr[Map(Xa ® Ip)] = Tr[Trg[Map) Xa].
(b) Tx[Map] = Tr[Trp[Mag]].
(c) If Map is positive semidefinite, then so is Trg[Mapg].

Proof. (a) Let us give a careful proof of this crucial identity:

Tr[Map(Xa®1p)] = ((a| @ (b]) Map(Xa ® Ip) (la) @ [b))
a,b

=" ({al @ (b]) Map (X ala) @ |b))

a,b
= {a| (I ® (b])Map (1 @ b)) X ala)
a,b

=S "(al S (14 ® (b)) Map(Ia ® |b)) X ala)

a b
= {a] Trp[Map]Xala) = Tr[Trp[Map] X4].

Here, we first evaluate the trace in an arbitrary product basis, next we use Eq. (2.3), then
Egs. (2.4) and (2.5), and after moving the sum over b inside we recognize the definition of
the partial trace from Eq. (2.9).

(b) This follows directly from (a) by choosing X4 = I4 (the identity operator).
(c) To see this, note that if X4 € PSD(#H 4) then X4 ® Ip € PSD(H 4 ® Hp), so

Tr[Trp[Map] Xa| = Tr[Map(Xa ® Ip)| > 0.

The equality is (a), and the inequality holds since M4p is PSD using the criterion in
Lemma 1.4 (e). This in turn implies that Trp[Mapg] is PSD (by the same criterion). [

The following lemma gives some further useful properties. You can prove it in Exercise 2.4.

Lemma 2.11. For all X4 € L(Ha), Yp € L(HB), Map € L(HA ® Hp), Npc € L(Hp ® Hc),
and Oapc € L(Ha ®@ Hp @ He), we have:

(G) TI'B[(XA & IB)MAB] = X4 TI'B[MAB] and TI'B[MAB(XA ®IB)] = TI"B[MAB]XA-
(b) Trp[(Ia ® YB)Map] = Trp[Map(Ia ® Yp)|.
(¢) Trag[Oapc] = Tra[Trp[Oapc]] = Trp[TralOasc]].
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(d) Trc[XA ®N30] = X3 ®TI'0[NBc].

From Lemma 2.10 we recognize that the partial trace solves our problem. Simply define

pa = Trg[pap].

Then the desired property (2.8) is a direct consequence of part (a) of the lemma (choose
Map = pap and X4 = pa(x)), while parts (b) and (c) imply that p4 is a state, i.e., pa € D(Ha).
This calls for its own definition and notation:

Definition 2.12 (Reduced states). Given a state pap on AB, we define its reduced state
on subsystem A by ps := Trp[pap]. Similarly, we define the reduced state on subsystem B
by pp := Tralpas].

We use the same notation for three or more subsystems. For example, if p4pc is a state on three
subsystems ABC, then we denote its reduced states by pap := Tro[pasc|, pac := Trelpasc],

pa = Trpclpanc], etc.

It can be tempting to assume that all information about a state psap is contained in its
reduced states pa and pp, and that we can always reconstruct p4p from p4 and pp by computing
their tensor product ps4 ® pp. However, this is not the case! Such reconstruction generally is not
possible — it works if only if p4p itself happens to be a product state.

Lemma 2.13. Let pap € D(Ha®Hp). Then, pap is a product state if and only if pap = pa®ppB
(i.e., the product of its reduced states).

Proof. Clearly if pap = pa ® pp then it is a product state. Conversely, suppose that pap is a
product state, which means pap = 04 ® wp for some arbitrary states 04 and wp. Then,

PA = TI‘B[pAB] = TI'B[O-A ®WB} =04,

where the first equality is the definition of the reduced state and the last equality holds thanks
to Lemma 2.9. Similarly, one can verify that pp = wp. This confirms that pap = pa ® pp. O

Let us discuss a concrete example. For a system of two qubits, H4 = Hp = C?, consider the
(standard) mazimally entangled state, which is the pure state

1
pan = 1955 (@], where [55) 2= = (00) 4 |11)). (2.11)

The superscript “*” means nothing in particular, it is just a symbol to indicate this particular

vector. (Why is this state called “entangled”? We will discuss this in Lecture 3.) Note that
PAB = ‘CI)XBM(I)XB‘

_ %<|00><00| + [11)(00] + 00)(11] + [11)(11)

:%(Io><o!®lo><ol+ll><ol@\1><0|+\o><1|®|o><1\+|1><1\®y1><1|). (2.12)
N—— ~—— ——
Tr=1 Tr=0 Tr=0 Tr=1

To compute the reduced state on A, we can simply use linearity and Lemma 2.9 for each of the
four terms. Using the traces indicated in (2.12), the result is

pa =5 (10001 + 1)11) = s (2.13)
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Correlated Product
Maximally entangled | Maximally classically correlated | Independent random bits
10 01 10 00 10 00
110 0 0 0 110 0 0 0 110 1 0 0
210 0 0 0 210 000 410 0 1 0
1 0 01 0 0 01 0 001
rank = 1 rank = 2 rank = 4

Table 2.1: Summary of the four states from Eq. (2.12), Eq. (2.2), and Eq. (2.15). While in all
three cases the reduced states are maximally mixed, i.e., pa = pp = %((1) (1)), the global state
encodes different types of correlations: entanglement, classical correlations, and no correlations.
We will come back to these three states again in Example 8.4 of Lecture 8.

where the second equality follows by symmetry between the A and B systems in \@X B

Note that something remarkable has happened: We started with a pure state pap, but
nevertheless its reduced states pa and pp were mized! This is an important reason for considering
mixed states — they naturally arise when describing the state of a subsystem.

Remark 2.14. Tt is instructive to write down the maximally entangled state with respect to the
product basis |00), |01), [10), |11):

1 1 1 0 0 1
1 0 110 110 0 0 0
+ = — = — = —
|<I)AB> - \/§ ol PAB 210 (1 00 1) 210 0 0 0 (2‘14)
1 1 1 0 0 1

The right-hand side matrix can also be read off directly from Eq. (2.12). Note that psp cannot
be rebuilt back from its reduced states p4 and pp from Eq. (2.13). Indeed,

ey 1<1 o) ®1<1 o> 1
A B — 5 5 =7
2\0 1),72\0 1), 14

This is a feature common to all correlated states, quantum or classical. Note that compared to
the classical correlated state (2.2), the maximally entangled state in addition also has 1s in the
top right and bottom left corners. This is a crucial difference! For example, the latter is a pure
state (has rank one), while Eq. (2.2) is mixed (its rank is two). The product state in Eq. (2.15)
is even more mixed since it has rank 4 (see Table 2.1 for a summary).

7 PAB- (2.15)

o O O =
o O = O
O = O O
— o O O

You can discuss some other examples in Exercises 2.5 and 2.7.

Equipped with the partial trace, we can also address another question that you might have
had. Let us return to the situation of Section 2.2, where discussed measurements on part of a
quantum system, as in the following figure:

A R
A I.T/'EQA

PAB

In Axiom 2.6, we specified the probabilities of measurement outcomes in such a situation. But
what state should we assign to B after the measurement? This is given in the following rule.
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Axiom 2.15 (Measurement on a subsystem, part II). Suppose a quantum system is in state pap,
and we apply a measurement p4: Q4 — PSD(H4) on A and obtain outcome x € 4. Then the
state of the remaining system B after the measurement is given by

N Try [PAB (na(z) ® IB)}

o= : (2.16)
o Tr [PAB (pa(z) ® IB)}

This state is called the post-measurement state on B corresponding to this outcome.

Observe that the denominator in Eq. (2.16) is precisely the probability of outcome = according
to Axiom 2.6. It is also the trace of the numerator. Therefore, if this probability is nonzero,
Eq. (2.16) is a well-defined quantum state.

It is a pleasant exercise to verify that if one first measures subsystem A and then subsystem B,
the joint probability of outcomes is given exactly by Axiom 2.7, see Exercise 2.8.

Remark 2.16. If we average the state of B over all possible measurement outcomes, we obtain

> pappa= Y. Talpan(pa@) @ Is)| = Traloas] = ps.
€N 4 €N

This is completely reasonable: if someone carries out a measurement on system A, but you only
have access to system B and receive no information about the outcome, your description of
system B should not change (otherwise this could be used to signal instantaneously, at a speed
faster than the speed of light).

2.4 Purifications

It is natural to ask whether we can also go the other way around. Suppose we start with a mixed
state 04 — can we always find a pure state on a larger system so that o4 is its reduced state?
Indeed, this can always be done.

Lemma 2.17 (Existence of purifications). Let 04 € D(H4) be a state and Hp a Hilbert space of
dimension dimHp > ranko 4. Then there exists a vector |V ap) € Ha ® Hp such that

Trp[|Yas)(¥asl] = oa. (2.17)

Any vector |W ap) or pure state |V ap)(Vap| with this property is called a purification of o 4.

Note that any vector |¥ 4p) that satisfies (2.17) is automatically a unit vector, By Lemma 2.10 (b).
1asl® = To(|Wap)(Yasl) = Tr[Trp[[ap) (Vas|]] = Trloa] = 1.

Proof. Using an eigendecomposition (1.6), we can write
T
oa=Y pilei)eil, (2.18)
i=1

where r :=rank oy, {p;}/_; is the probability distribution formed by the nonzero eigenvalues
of o4 (pi>0and Y, pi=Tros =1), and |e;) are corresponding orthonormal eigenvectors.
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Since dim Hp > r, we can choose orthonormal |f1),...,|f.) € Hp. We claim that the following
vector is a purification of o 4:

[Wag) : nyez ® | f;)- (2.19)

i=1
Indeed,
T
Tep [[Wap) (an] = Trs | S o learles| © 1]
ij=1
Z \/ PiPj |€z e]’ TI‘ ‘fz f] sz‘ez ez’ =0A
i,j=1 -5
i,j

by virtually the same calculation that we used to deduce Eq. (2.13) from Eq. (2.11). O

The construction in the proof of Lemma 2.17 is quite important and also works in a more
general situation. Suppose that we are given a quantum state o4 = Zle pi|i) (1|, where the |1);)
are still unit vectors but not assumed to be pairwise orthogonal (so k& can now be larger than the
rank of o 4). Then it is still true that for any orthonormal set of vectors |f1),...,|fx) € Hp,

Vap) : me ®|f:)

is a purification of o 4. This follows by the same calculation as in the proof of Lemma 2.17 (we

never used that the |e;) were orthogonal). You can practice this construction in Exercise 2.9.
Are purifications unique? In the proof of Lemma 2.17 we chose an arbitrary orthonormal

basis of Hp, so clearly they are not unique. However, this is the only source of ambiguity:

Lemma 2.18 (Uniqueness of purifications). Let |¥ap) € Ha @ Hp, |Pac) € Ha @ He be two
purifications of o4 € D(H4). If dimHp < dim He, then there is an isometry Vp_c: Hp — He
such that

[Pac) = (La ® VBoc)|VaB).

In particular, if dimHp = dim Ho then the two purifications are related by a unitary on the
purifying system!

Recall that an operator V' € L(H, K) is called an isometry if VTV = I;. Isometries preserve inner
products, so they map orthonormal sets to orthonormal sets. This implies that dim H < dim K.
We denote the set of all isometries from H to K by

U(H,K) :={V e L(H,K) : VIV = I}. (2.20)

If dim H = dim K then any isometry U is a unitary, which means that it also satisfies UUT = Iy.
Equivalently, an operator is unitary if its adjoint is its inverse. We denote the set of unitary
operators on ‘H = KC by

U(H) ;= U(H, ") ={U e L(H) : UTU = I, UUT = Ix}. (2.21)

You can prove Lemma 2.18 in Exercise 2.13.
There is a particularly convenient way to construct a purification.
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Definition 2.19 (Standard purification). For any state o4 € D(H4) on Ha = C?, the standard
purification is defined as

i) = (VeaeIs) Y la) @ o), (2.22)

where Hp := H 4 and {|z)} denotes the standard basis of H 4.

The square root /o4 in Eq. (2.22) is the PSD operator defined by taking the square roots of the
eigenvalues of 04, while keeping the eigenvectors the same. See Eq. (1.10) for more details and
see Definition 1.6 for how to define general functions of Hermitian operators.

To see that Eq. (2.22) defines a purification, simply compute the partial trace:

Tep | w5 @] = S Trs [ (voa @ 1) (I}l @ L)) (Voa © s ) |
= Vax ) Trs |[e) (vl © |e) (vl vox
= Voa o)yl Tr |2}yl voa = voa el vox = oa.

—_——

=ba,y

—_———
=14

To go from the first to the second line, use Lemma 2.11 (a).

2.5 Schmidt decomposition

States of the form (2.19) are quite pleasant to work with, since both sets {|e;)} and {|f;)} consist
of orthonormal vectors. For example, it is easy to calculate their reduced states. In fact, any
bipartite pure state (i.e., pure state of two systems) can be written in this form — this is called
the Schmidt decomposition.

Theorem 2.20 (Schmidt decomposition). Any |¥ap) € Ha ® Hp can be written as

T

[Wap) = sile)) ®|fi),

=1

where the s; > 0, the |e;) € Ha are orthonormal, and the |f;) € Hp are orthonormal.
A decomposition of this form is called a Schmidt decomposition of |V ap), r is called the
Schmidt rank, and the s; are called the Schmidt coefficients of |¥ 4p).

Using the Schmidt decomposition, we see as before that the reduced states are given by
r r
pa=y_ sileel.  pp =) sl (2.23)
i=1 i=1

This is a very important fact which has important consequences, such as the following.

Corollary 2.21 (Reduced states of pure states). If pap = |Yap)(Vap| is a pure state, then pa
and pg have the same rank (namely r) and the same nonzero eigenvalues (namely, the {s?}).
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Corollary 2.22 (When is a pure state a product state?). Let pap = |[Yap)(Vap| be a pure state.
Then, pa is pure if and only if pp is pure if and only if pap is a product state.

Proof. Clearly, p4 is pure if and only if pp is pure since both have the same rank (Corollary 2.21).
If p4 is pure then there is only one nonzero Schmidt coefficient (s1 = 1), so [¥4p) = |e1) ®|f1)
and so pap = |e1){e1] ® |f1)(f1] is a product state.
Conversely, suppose that p4p is a product state, so pap = pa ® pp (Lemma 2.13). Since pap

is pure, we have 1 = rank pap = rank p4 rank pg. Thus, both p4 and pp have rank one, hence
are pure states. ]

It is crucially important in Corollary 2.22 that the global state pap is pure. For mixed pap, it
still holds that if p4 is pure then pap is a product state — you will prove this in Exercise 2.10 —
but the converse is patently false. That is, there exist many (mixed) product states pap such
that p4 or pp are not pure.

The Schmidt decomposition is a mild restatement of the singular value decomposition of
operators, which we recall in the following. You can prove the latter using the former in
Exercise 2.12. For completeness, we sketch a proof of the singular value decomposition (but you
have probably seen this before and it is also somewhat outside the scope of this class).

Theorem 2.23 (Singular value decomposition). Any operator M € L(H,K) has a singular value
decomposition (SVD): That is, we can write

M = Zsilei><gi|: (2.24)

where r = rank M, s; > 0, the |e;) are orthonormal in IC, and the |g;) are orthonormal in H.
The numbers s; are called the singular values of M, and the |e;) and |g;) are called left and right
singular vectors of M, respectively.

Proof. Consider the operator M M, which is always positive semidefinite (part (c) of Lemma 1.4),
so it has an eigendecomposition

MM = "tile;){eil,
%

where |e;) is an orthonormal basis in K. Suppose that t1,...,t, > 0, while t; = 0 for i > r. Note
that the latter means that || MT|e;)||? = (e;|MMTtle;) = 0, so Mtle;) = 0 for all i > r. Define
tle,
si:=+/t;. Fori=1,...,r, set |g;) = MTM) € H. Then the |g;) are orthonormal, since
(el MMTles)  tileiles) _ t;
g — — — FYIPR
<gl’g_]> Sisj Sisj SiSj [2¥} [2¥}

Fori=1,...,r, it holds that

- MMT|67,> _ ti’€i>

Mlg;) = " 5 = sil€q).-
This shows that M acts as in Eq. (2.24) for all vectors in the span of |g1),...,|gr). It remains to
prove that M|y) = 0 for every |¢)) that is orthogonal to |g1),...,|gr). Indeed

si(gily) =0 ifi=1,...,r, since then (g;|¢)) =0,
0 if i > r, since then MT|e;) = 0.

(sl M) = (Mes)) ) = {
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We still need to check that r equals the rank of M. This follows from
r = rank MTM <rank M <,

where we first used that r is the rank of MTM (the number of nonzero ¢;’s), then that the rank
of a product is no larger than the rank of the factors, and finally Eq. (2.24), noting that its
right-hand side has rank no larger than 7. O

How can we find the singular values in practice?

e We see directly from Eq. (2.24) (but also from the proof) that the singular values {s;} are
necessarily the square roots of the nonzero eigenvalues of MM (equivalently, of MTM).
In other words, the singular values are the nonzero eigenvalues of VMM (or of vV M MT).

o If M = MT, then its singular values are simply the absolute values of its nonzero eigenvalues
(Exercise 2.11).

2.6 Exercises

Throughout, A, B, C denote quantum systems with Hilbert spaces Ha, Hp, Hc. The sets
{la)} and {|b)} denote arbitrary orthonormal bases of H 4 and Hp; |a,b) = |a) ® |b) denotes the
product basis of H4 ® Hp.

2.1 Product means independent: For i € {1,...,n}, let p; be a probability distribution on
some finite set 3; and p; the corresponding classical state (see Definition 1.10). Show that
p=p1®---® py is the classical state corresponding to the joint distribution p(x1,...,x,) =
p1(x1) -+ pn(zy) where each z; € ¥; is picked independently from the distribution p;.

2.2 Not product: Show that the maximally correlated state (2.2) and the maximally entangled
state (2.14) are indeed correlated, i.e., they are not product states.

2.3 Nayak’s bound: Alice wants to communicate m bits to Bob by sending n qubits. She
chooses one state p, € D(H), where H = (C?)®", for each possible message = € {0,1}™
that she may want to send. Bob uses a measurement p: {0,1}"™ — PSD(#) to decode the
message.

(a) Write down a formula for the probability that Bob successfully decodes Alice’s message,
assuming the latter is drawn from a known probability distribution p(z) on {0,1}™.

(b) Show that if the message is drawn uniformly at random, then the probability that Bob
successfully decodes the bitstring is at most 2"~

2.4 Partial trace trickery: Prove Lemma 2.11.

2.5 Reduced states of classical states: Consider the classical state

PXyY = ZP(%YJ) |z, y){, y]
x7y

on Hx ® Hy, where Hx = C*X, Hy = C*¥, and p(z,y) is an arbitrary probability
distribution on Y x x ¥y . Compute the reduced states px and py.
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2.6

2.7

2.8

2.9

2.10

2.11

2.12

2.13

Partial trace of any two-qubit operator: Let H4 = Hp = C?. Compute the partial
traces Try and Trp of

d
h
Myp = !
p

S T o

The matrix is written in the basis {|00), |01), |10), |11)}.

Reduced states of a pure state: Compute the reduced states ps and pp of the two-qubit
pure state pap = [Wap)(¥ap| given by W ap) = 5(0,0) + 3[0,1) + 3[1,0).

Parallel vs. sequential: Consider a system in state pap. Imagine you first apply a
measurement 4 on A and then a measurement up on B. Use Axioms 2.6 and 2.15 to verify
that the joint probability of the two measurement outcomes is given by Axiom 2.7.

Purification:

(a) Find a purification [¢)4p) of the single-qubit state pa = $[0)(0] + 3|-+)(+].
(b) Find a purification |¢papc) of the two-qubit state pap = 5|00)(00] + 5|1+)(1+].
(c) Compute the reduced state of system B for your purification |papc).

Extensions of pure states: Let H4, Hp, Hco be arbitrary Hilbert spaces.

(a) Let pap € D(Ha ® Hp) such that py is pure. Show that pap = pa ® pp.
Hint: In class we proved this when pap is pure. Use a purification to reduce to this case.

(b) Let papc € D(HA ® Hp ® Hce) such that pap is pure. Show that pac = pa ® po and
pPBC = pB X pC-

(c) Let papc € D(HA ® Hp ® He) such that pap and pac are pure. Show that papc =
pPa®pB & pC.

Singular values and eigenvalues: Show that if M is Hermitian then its singular values
are equal to the absolute values of its nonzero eigenvalues.

Schmidt decomposition from SVD: Let pap = |V 4p)(Vap| be an arbitrary pure state.
Fix orthonormal bases |a) and [b), write |V ap) = >_, ;, Mapla,b), and define a corresponding
operator M =3, Map|a)(b|.

(a) Verify that py = MM and pp = MTM. Here the transpose and the complex conjugate
are computed with respect to the fixed bases.

(b) Let M =3, silei)(fi| be a singular value decomposition. Show that [W4p) = >, sile;) ®
|fi) is a Schmidt decomposition. Thus you have proved Theorem 2.20.

(c) Explain how to find a Schmidt decomposition of the following two-qubit pure state:

V241 v2-1
V12 V12
Uniqueness of purifications: Let p4 = > ._; p;i|e;)(e;|, where p; are the nonzero eigenvalues

of ps and |e;) corresponding orthonormal eigenvectors. If some eigenvalue appears more
than once then this decomposition is not unique.

&)

(|00> + \11>) + (|01> + |10>).

(a) Show that, nevertheless, any purification |V 4p5) of p4 has a Schmidt decomposition of
the form |Uap) = >"7_; si|e;) @ |f;), with the same |e;) as above.
Hint: Start with an arbitrary Schmidt decomposition and rewrite it in the desired form.
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(b) Prove Lemma 2.18.
2.14 | Practice: Consider the following 2 x 2-matrix M:

M= —0.2422 + 0.071187 —0.1689 — 0.69273
~ \—0.1108 — 0.19192; —0.6045 + 0.11614

Let |¥ap) = Za,b My |ab) € C?> @ C? and let pap denote the corresponding pure state.

(a) Compute the Schmidt coefficients of |¥ 4p).
(b) Compute the reduced states p4 and pp.
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Lecture 3

Entanglement

Today we will discuss the phenomenon of quantum entanglement, which is one of the most
profound phenomena of quantum information. Recall that last week we defined the maximally
entangled state (2.11) of two qubits. Today, we will first give a general definition of entanglement
(and maximal entanglement). Then we will discuss three examples that show that the state |®T)
is a remarkable resource that can be used to achieve things that are not possible otherwise.

3.1 Separable and entangled states

Recall that we defined a quantum state to be correlated if it is not a product, pap # pa ® pB.
This has nothing to do with quantum mechanics per se, since correlations also exist in probability
theory. For example, the state (2.2) describes correlations between two bits that are random but
always equal to each other.

How can we distinguish classical from quantum correlations? The following definition gives
us one way to do so:

Definition 3.1 (Separable and entangled states). Let H4 and Hp be two Hilbert spaces. A
quantum state pap € D(Ha ® Hp) is called separable or unentangled (between systems A and B)
if it is a convex combination of product states, i.e., if there is a probability distribution (p;);er
and states pa; € D(Ha), ppi € D(Hp) such that

PAB = Y _DiPAi © pBi- (3.1)
i€l

We let SepD(H 4 : Hp) denote the convex set of separable states on Hy ® Hp.
A state that is not separable is called entangled.

As an example, note that any classical state pyy on C*X ® C¥Y is separable, since we recall
from Definition 1.10 that in this case

pxy = Y p(a,y) e, y) (@, y| = pry ) (z] @ |y) (y].

Yy

for some joint distribution p € P(Xx x ¥y). This is clearly of the form (3.1). This example
justifies the idea that entanglement captures only the non-classical part of correlations.

In fact, the separable states are precisely the states which can be created in the following
way: We have two protagonists, Alice and Bob, each in their separate laboratory. Alice draws a
random index i € I according to a probability distribution p, and sends this index ¢ over to Bob.
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Finally, Alice prepares some quantum state p4; in her laboratory, while Bob creates some other
state pp,;. Clearly, their joint state at the end of this process is described by Eq. (3.1). We can
visualize this protocol in the following diagram:

A

1 H PAi
Alice ~p ‘

Bob B
Y PB.i

Note that before the final step of the protocol, the two parties are classically correlated, since
they share the random variable i. As the final step is purely local, we should not think of it as
creating any additional correlations. Accordingly, the entangled states are those that cannot be
prepared by only using classical correlations. This gives a satisfying motivation for Definition 3.1.

Remark 3.2. For the notion of entanglement to make sense in the first place, you need a system
consisting of (at least) two distinguished subsystems, say A and B. In other words, it does not
make sense to talk about the entanglement of a state on a general Hilbert space H — we must
always refer to a tensor product factorization H = Ha ® Hp.

What do entangled states look like? For pure states, the situation simplifies considerably.

Lemma 3.3. Let pap = |Yap)(Vap| € D(Ha ® Hp) be a pure state. Then pap is separable if
and only if it is a product state.

Proof. Clearly, any product state is separable. For the converse, note that any separable state pap
can be written in the form

PAB = sz‘ [Va:)(Vail @ |0B:)(PBi| = Zpi (|as) @190B4)) ((Wail ® (D)
il icl

with p; > 0 and unit vectors |¢4,) € Ha and |¢p;) € Hp. (Indeed, if any of the pa; or pp; are
mixed we can expand them into a convex combination of pure states by using the spectral theorem,
see Eq. (1.14), and we can always leave out terms with p; = 0.) Since pap = |Yap)(Vap|, it
follows that

1 =(VYaBlpap|¥aB) = Zpi (Wan|([Yas) ®0B)) ((Yail © (0B,])|Yas)
iel

- Zpi (W aBlva; @Bl

el
Using the Cauchy-Schwartz inequality,' this implies that, for all i € I,
[(WaBlai © ¥Bi)| =1

and hence that |U4p) is proportional to [14;) ® [p;). Since these are all unit vectors, it follows
that pap = [¥a:)(Va| @ [¥B,i)(¥p,| for all i € I. Thus, pap is a product state. d

Thus we can use the criteria from Corollary 2.22 to test if a pure state is entangled or not.

'Recall that the Cauchy-Schwartz inequality states that |(a|8)| < ||a| |8, with equality if and only if |a)
and |3) are proportional.
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Corollary 3.4. Let pap = |Yap)(Yap| € D(Ha ® Hp) be a pure state. Then pap is separable
if and only if pa is pure if and only if pp is pure.

For example, we can now quickly confirm that the maximally entangled two-qubit state (2.11),

[@7) = —= (|00) + [11))

1
V2
is entangled, since we know that p4 is not pure. In fact, pg = % is maximally mixed. We now
give a general definition of maximally entangled states:

Definition 3.5 (Maximally entangled states). Let H 4 and H g be two Hilbert spaces. A state pap
is called mazimally entangled if H 4 and Hp have the same dimension d and pap is of the form

pap = |®ap)(®apl, |Pap) = \/—Z|61 ®|fi), (32)

where {|e;)}&_; and {| ;) }¢_, are orthonormal bases of H 4 and H g, respectively. If H4 = Hp = C?
or C* and we take the standard basis, we always have the (standard) mazimally entangled states

L) \/_Zm T \/_ZLT ® |x). (3.3)

We will often leave out “standard” and simply call |<I>jg p) “the” maximally entangled state.
Analogously to the two-qubit example we have the following observation, which you can verify in
Exercise 3.5:

Lemma 3.6. Let Ha and Hp be two Hilbert spaces and pap a state. Then pap is mazximally
entangled if and only if pap is pure and both ps and pp are mazximally mized.

Since a pure state pap is separable if and only if p4 is pure (Corollary 3.4), and since
the maximally mixed state is as far from being pure as possible, Lemma 3.6 gives some first
justification the term “maximally entangled”. We will return to this point and give some stronger
reasons in later lectures.

The maximally entangled state has several useful properties, as you can verify in Exercise 3.6:

Lemma 3.7. Let |®1) denote the standard mazimally entangled state (3.3) for Ha = Hp = H,
where H = C% or C*. Then:

(a) Transpose trick: (M ® I)|®1) = (I @ MT)|®) for all M € L(H).

(b) (U U)|®t) = |®) for all unitaries U € U(H).

(c) (®T|(M ® N)|®*+) = I Te[MTN] for all M,N € L(H).

(d) Trp[(M ® N)[@t)(@T|(P® Q)] = AMNTQTP for all M, N, P,Q € L(H).

The transpose and complex conjugate are taken with respect to the standard basis of H.

These definitions raise many interesting and deep questions:

o What is so special about |<I>£B> or other entangled states? We will spend the remainder of
today’s lecture on this topic.
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e How can we detect if a given state is entangled? For pure states we saw that this is quite
easy, but for mixed states this is generally very hard (in fact, NP-hard). In Exercise 3.7
you can explore a useful criterion for mixed states.

o How much entanglement is there in a given state pap?

o How can we manipulate entanglement?

We will discuss the last two questions in subsequent lectures (Lectures 10 and 12).

3.2 Bell states and superdense coding

For two qubits, the maximally entangled state is the first of the four Bell states:

1 1

B4) = 19 = —=((00) +[11)), [81%) = - (Jo1) + [10)),
(3.4)
DOV — \}§<|oo> — 1), (e = jiuow ~ J10)).

These four vectors form an orthonormal basis of C? ® C2, called the Bell basis.

They are all maximally entangled in the sense of Definition 3.5. In particular, their reduced
states on a single qubit are all the same: py = % = pp. Accordingly the four Bell states are
locally indistinguishable — if two parties Alice and Bob each have one qubit of a Bell state, neither
Alice or Bob can tell the four states apart by a measurement of their qubit.

For this reason it is perhaps surprising that the Bell states enjoy the following local conversion
property: For all z,z € {0,1},

18@2)) = (22 X* @ I)|®T) = (I ® X*Z7)|dT), (3.5)

where X and Z are two of the Pauli matrices (1.15). This is easy to verify, and you can do so in
Exercise 3.10. Thus, if Alice and Bob each possess one qubit of a Bell state, any of them can
apply a suitable combination of Pauli X or Z matrices to convert their joint state to any of the
other four Bell states.

We can use this for a first application of entanglement. Suppose that Alice wants to
communicate n bits to Bob (without any error), but she is only allows to send a single qubit. We
know from Exercise 2.3 that this is possibly only for n = 1. Interestingly, entanglement allows
them to do better. Consider the following protocol, which is known as superdense coding:?

x z

l l

Alice X Z |
2% 5) |

Bob B

‘ (A4
l MBell —> T

‘(T)\’/ J:;

Let us describe the protocol more formally: Alice and Bob start out in a maximally entangled
state |<I>j4f ), Where system A belongs to Alice and system B belongs to Bob. Now suppose Alice
wans to communicate two bits z, z € {0, 1}. First, if z = 1 then she applies a Pauli X operator

2Confusingly, in quantum protocols and circuits time goes from left to right, so the order of operations is
reversed compared to symbolic expressions.
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on her system. Next, if z = 1 then she applies a Pauli Z operator on her system.? Finally, Alice
sends over her qubit to Bob. Now both qubits belong to Bob, so he can perform a Bell basis
measurement, that is,

pgen: {0,132 5 PSD(C2 @ C?), (x,2) > |05 ) (@07, (3.6)

We claim that Bob’s measurement outcome is precisely Alice’s message. Indeed, by Eq. (3.5),
the joint state of the system when Alice sends over her qubit is precisely the Bell state |<I>($’Z)>,
as indicated in the picture. Thus the Bell basis measurement can perfectly identify the state.

The superdense coding protocol allows us to communicate two bits by sending a single qubit.
Of course, the protocol also consumes one maximally entangled qubit state, so there is no
contradiction to Exercise 2.3. This gives us some first insight into the power of entanglement as
a resource for communication.

3.3 Teleportation

We now discuss another interesting protocol known as teleportation. Teleportation is dual to
superdense coding since it achieves the opposite task: it lets you transfer one qubit by sending
two bits.

Wait, does this even make sense? This is clearly impossible, since there are many more
quantum states than bit strings. Indeed, there uncountably many quantum states of any given
dimension (think of the Bloch ball for a single qubit), while there are only finitely many bitstrings
of any given length.

Remark 3.8. If Alice wants to classically send a qubit state p to Bob, the only thing she can
do is to send him a “recipe” for preparing this state. For example, she could send him the four
matrix entries of p with respect to the standard basis. However, since the matrix entries are
complex numbers, they can only be specified to a finite precision by sending bitstrings, so this
would describe p only approximately. And even if they went through this trouble, the state
reconstructed by Bob would not preserve the correlations Alice’s state might have had with
another system. For example, if pg = Trr[|¥ar) (¥ ar|] where R is some reference system that
is not accessible to Bob, the state he reconstructs would not be correlated with R.

In Section 3.2, we saw that a similar “no go” result could be overcome by using entanglement.
Thus we can ask if our task here can in fact be achieved if Alice and Bob share some entanglement,
say a maximally entangled state. Surprisingly, in this scenario it is indeed possible to perfectly
transmit a quantum state by sending only classical information. The protocol that achieves
this is known as the teleportation protocol. We first describe the protocol and then argue its
correctness:

0 M 'z
A A,
Alice HBell ;
51, |
Bob B : W Vv

3Note that X and Z are unitary operators. For any state p and unitary U, the operator UpUT is again a state.
If p = |) (1| is a pure state, then UpUT is the pure state corresponding to the unit vector U|t). It turns out that
the operation p — UpUJr can be implemented physically — this is what we mean by the boxes labeled X and Z in
the picture. In Lecture 4 we will discuss in detail what are the allowed operations in quantum theory.
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As visualized in the picture,® Alice and Bob start out in a state py ® |@74 5) (D 5], where py is
some arbitrary qubit state (which can be unknown to Alice). First, Alice performs a Bell basis
measurement (3.6) on both her qubits (M and A). The measurement outcome are two bits
and z, which she sends over to Bob. Finally, if x = 1 then Bob applies a Pauli X operator, and
if z =1 he applies a Pauli Z operator.

We claim that after the protocol has completed, the state of Bob’s qubit is p — that is, exactly
the same state that started out in Alice’s M qubit! To verify this claim, we wish to calculate the
post-measurement state on Bob’s qubit for any possible measurement outcome (z, z). We claim:®

1
Traral(1pensra(z, 2) ® In) (py ® |4 p) (@ gl) | = X727 pp 27 X7, (3.7)
where pp denote the same state as pys, except that we consider it as a state on system B (recall
that Hy; = C2 = Hp, so this makes sense)! Comparing with Axiom 2.15, we see that each
outcome (z, z) occurs with probability %, and that the corresponding post-measurement state is

X*Z%ppZ* X"

Using X? = Z2 = I, we see that Bob’s operations precisely undo the Pauli operators (cf.
Footnote 3), and hence the final output state is pg. Thus the teleportation protocol indeed
behaves correctly.

In fact, the teleportation protocol not only transmits Alice’s state to Bob, but it also preserves
any correlations it might have had with some other system. In other words, if we start with
prM @ [P 5) (¥ 5|, where R is some arbitrary other quantum system and pgras an arbitrary
quantum state, and we apply the teleportation protocol to M AB as above, then the resulting
joint state on systems R and B will be prp. This is visualized in the following figure:

R
PRM < M 5
A A T
Alice HBell PRB
[2%5)
Bob B h'd h'd

X Z

This follows from the following equation, which generalizes Eq. (3.7) and which you will show in
Exercise 3.11, together with the same reasoning as above:

Trya[(Ir © penma(e, 2) © Ig) (prm @ [ @5 5) (P 5)]

1 (3.8)

where prp denotes the same state as prys, except that we consider it as a state on system RB
(completely analogously to above).

“In the picture, we labeled the initial state of system AB by |®7 ;) instead of the more correct |®7% 5)(®1 5,
in line with the very customary but somewhat imprecise way of referring to unit vectors as pure “states”. We also
left out the tensor product sign “®” between this state and pas. We did so only for brevity to make the pictures
not too overloaded — the mathematical formulas given in the text are always precise.

®Note that the two tensor product symbols “®” in the left-hand side of Eq. (3.7) do not refer to the same
tensor factors. The first one refers to (Har @ Ha) ® Hp, while the second refers to Hyr @ (Ha ® Hg). Our use of
subscripts make this completely unambiguous.

42



Remark 3.9. Quantum teleportation is analogous to the classical one-time pad, a protocol for
transmitting a private probabilistic bit from Alice to Bob by using only public communication
and a secret shared random bit.

The maximally entangled state of two qubits is also called EPR pair, for Einstein, Podolsky,
and Rosen who wrote a famous paper about it, or also ebit, for “entangled pair of qubits”.
Teleportation and superdense coding can be summarized by the following two resource inequalities:

teleportation: ebit + 2[c — ¢] > [¢ — 4],
superdense coding: ebit + [¢ — ¢] > 2[c — (],

where [c — ¢] denotes one bit of classical communication and [¢ — ¢| denotes one qubit of
quantum communication. You can read the inequality sign as “is at least as good as” or “can be
used to implement”.

3.4 CHSH game (optional)

We will now discuss another way by which we can compare classical and quantum correlations.
Namely, we will play a so-called nonlocal game!

In a nonlocal game, we imagine that a number of players play against a referee. The referee
hands them questions and the players attempt to reply with answers that win them the game.
The players’ goal is to maximize their chances of winning. Before the game starts, the players
meet and agree upon a joint strategy — but then they are placed far apart from each other and
cannot communicate with each other while the game is being played (this can be ensured by
the laws of special relativity). The point is the following: Since the players are constrained by
the laws of physics, we can design games where players utilizing quantum theory may have an
advantage.

The CHSH game is a famous example of a nonlocal game that was invited by Clauser, Horne,
Shimony, and Holt. It involves two players — Alice and Bob. As questions, they each receive a
bit (g for Alice and r for Bob), and their answers are likewise bits (denoted a for Alice and b for
Bob). The following figure illustrates the setup:

referee time
{0,1} 3¢ r€{0,1}
Alice Bob
{0, 1}% A (0,1}
referee

The win the game according to the following rules:

q 7 | winning condition
0 0 a=

0 1 a=1>

1 0 a=

11 a#b
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The winning condition can be succinctly stated as follows:
a®b=qr, (3.9)

where “@” means addition modulo 2 (also known as the XOR operation).® We will always assume
that the referee picks the questions (q,r) with equal probability %. Then we can speak of the
winning probability of a given strategy.

Classical strategies

It is easy to see that the CHSH game does not have a perfect winning strategy in a world that
is “local” and “realistic”. Here, “local” means that each player’s answer only depends on its
immediate surroundings, and “realistic” means that the player’s strategy must assign a definite
answer to any possible question — before that question is being asked. In other words, in a local
and realistic world we assume that

a=f(g), b=gr)

for functions f,g: {0,1} — {0,1}. When we say that the players may jointly agree on a strategy
before the game is being played, we mean they may select these answer functions f,g in a
correlated way.” In mathematical terms, the functions f and ¢ are allowed to be correlated
random variables.

If the players’ strategy can be described by classical mechanics then the above would provide
an adequate model. Thus, strategies of this form are usually referred to as classical strategies or
also a local hidden variable models.®

Suppose now for sake of finding a contradiction that Alice and Bob can win the CHSH game
perfectly using such a classical strategy. Then,

1=00000®1

= (f(0) @ g(0)) & (f(0) & g(1)) & (f(1) & g(0)) & (f(1) ® g(1))
=0.

The second equality follows from Eq. (3.9), since we assumed that the strategy is perfect, and the
last equality holds because each term f(q), g(r) appears twice, but z @ z = 0 for any = € {0,1}.
This contradiction shows that there is no perfect classical winning strategy for the CHSH game.

More quantitatively, if we imagine that the referee picks the questions (g,r) with equal
probability i, then the winning probability is bounded by

3
Pwin,classical < Z (310)

for any classical strategy, since the players must get at least one of the four possible answers
wrong! This winning probability can be achieved, e.g., by the trivial strategy f(q) = g(r) = 0 for
all ¢, € {0,1}.

Remark 3.10. Eq. (3.10) can be thought of as a so-called Bell inequality. Perhaps you have seen
Bell inequalities before in a different form. If so, do you see the connection?

5That is, 0p0=1®1=0and 0p1l=100=1.

"For example, when the players meet before the game is being played, they could flip a coin, resulting in some
random X € {0,1}, and agree on the strategy given by f(¢) = ¢+ A mod 2 and g(r) = r + XA mod 2.

8Where does this name come from? In our example above, we can think of \ as a “hidden variable”. Once its
value is revealed, the behavior of the parties is purely deterministic. This is just like the behavior of a mechanical
system, which can look very complex or even chaotic, but is in fact deterministic given the initial conditions at
some point in time.
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Quantum strategies

In a quantum strategy, we imagine that the two players are described by quantum theory. Thus
they start out by sharing an arbitrary joint state pap € D(H 4 ® Hp), where Hy describes a
quantum system in Alice’s possession and Hp describes a quantum system in Bob’s possession.
Upon receiving her question ¢ € {0,1}, Alice will perform a measurement p4,4: {0,1} —
PSD(#4) and uses the measurement outcome as her answer a. Likewise, when Bob receives
his question r € {0,1}, he performs a measurement upg,: {0,1} — PSD(Hp) and uses the
measurement outcome as his answer b.

It is not hard to see that any classical strategy is also a quantum strategy. But the
crucial question is: Can players following a quantum strategy do better and “beat” the classical
bound (3.10)? Remarkably, this is indeed possible to achieve

1 1
Pwin,quantum = 5 <1 + \/§> ~ (.85, (311)
and the key is to use entanglement!

We will now discuss how this can be achieved. Suppose that Alice and Bob share the
maximally entangled state of two qubits, |®7 5) = % (|00) 4 |11)). Let us study what happens
if they perform arbitrary basis measurements on their qubits, like in the following picture:

A TRl a
pa !
|4 p)
B A AlLb
uB ’

For a single qubit, we can parameterize any basis measurement by a unit vector ¥ € R3. Indeed,
any such vector is the Bloch vector of a pure state [1g) (¢, see Lemma 1.13, and hence determines
a basis measurement

n(0) = |vo)(tho| =
p(1) =TI = [o)(tho| =
Now suppose Alice’s basis measurement is described by a unit vector 7, and Bob’s basis measure-

ment is described by a unit vector . What is the joint probability p(a, b) of Alice’s measurement
outcome a and Bob’s measurement outcome b? For a = b = 0,

(I+r, X+r)Y +r.2),

(3.12)
(I —ry X —r)Y —1.2).

N[ D=

w: {0,1} — PSD(C?), {

1
p(0,0) = Z((I)ﬂ (I +7:X +1)Y +71.2)® (I + 5, X +5,Y +5.2)|0T)

1
=1 (147385 — rysy +17252), (3.13)

where the first step is Axiom 2.7 and the second step follows from a short calculation using the
transpose trick (Lemma 3.7) and the algebraic properties of the Pauli operators, as you can verify
in Exercise 3.13. In view of Eq. (3.12), p(1,1) is calculated by substituting 7+ —7 and §— —§
in Eq. (3.13); since this leaves the result invariant it is clear that p(1,1) = p(0,0). Thus, the
probability that the two measurement outcomes a, b agree is given by:

1
Przz(a =0) =p(0,0) +p(1,1) = 5 (147485 — rysy +17252), (3.14)

where we use the subscript to indicate the ‘measurement axes’ ¥ and §. This means that the
measurement outcomes can be strongly correlated or anticorrelated, depending on the alignment
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of the measurement axes! See also Exercise 3.14. This becomes even more clear if we restrict to
the z-z-plane (i.e., 7y = sy, = 0), so that the formula simplifies to

Prygz(a =b) = (1+cosb), (3.15)

N

147 3) =

N | =

where 0 is the angle between # and §.
How can we use this? We wish to find measurement axes 7(q) for Alice (one for each

question ¢ € {0,1} that she receives) and §(r) for Bob (one for each question r € {0,1} he
receives) such that the winning probability

1 1 1 1
Pwin = 7 Priv0),50) (@ = b) + 7 Pryo) 1) (@ = ) + - Prin) 5(0) (@ = b) + S Pri 50y (@ # )
1 1
=3 + 3 (7(0) - 5(0) + 7(0) - 5(1) +7(1) - 5(0) — 7(1) - §(1))
is as large as possible. The second formula holds assuming we restrict to the x-z-plane. Thus, we
want to choose the axes such that the angle between 7(q) and §(r) is minimized for all ¢ and r —

except when ¢ = r = 1, in which case we want to maximize the angle. The following picture
shows a particular symmetric choice of axes:

NS U U NS PR
len_2 8 \/5_2 \/i’

which is exactly what we wanted to show, see Eq. (3.11). This shows that in a precise and
quantitative sense, quantum theory enables stronger correlations than what is possible using a
classical (hidden variable) theory!

It is natural to ask if we can do even better. Is it perhaps even possible to win the game with
certainty using a quantum strategy? It turns out that this is not the case: The Tsirelson bound
asserts that, for any quantum strategy:

1 1
Pwin,quantum < 5 (1 + \/§>

Thus the strategy that we derived above is optimal. Moreover, it is essentially unique — any

other strategy that saturates the bound coincides with our strategy, except for a choice of bases
(roughly speaking). This is known as the rigidity property of the CHSH game.

46



3.5 Exercises

3.1 Pure or mixed, entangled or separable: Let H4 = Hp = C? and consider the following
two-qubit state given with respect to the basis |00), [01), |10), |11):

0

PAB:§

O O OO
O = = O
O O OO

1
1
0

(a) Is pap pure or mixed? Justify your answer.
(b) Is pap entangled or separable? Justify your answer.

3.2 Can correlations be shared?

(a) Let p € P(¥x x Xy) be a joint distribution of two random variables X, Y. Show
that there always exists a joint distribution ¢ € P(Xx x Xy x 3y+) of three random
variables X,Y,Y’ such that ¥y, = Xy and both the marginal distribution of X, Y as
well as the marginal distribution of X, Y’ are equal to p.

(b) Let pap € D(Ha ® Hp) be an entangled pure state. Show that it is impossible to find a
state oapp € D(HA ® Hp @ Hp') such that Hp: = Hp and 0o = 0ap = paB-

Hint: Ezercise 2.10.

This exercise shows that pure state entanglement is monogamous in a very strong sense. We
will come back to this idea in Lecture 13.

3.3 Two-qubit entanglement: For any pure state |U) = Wy|00) + ¥(1|01) + U10[10) + ¥14|11)
of two qubits, define the following determinant-like quantity:

A= VoW — Yo Pip.
Show that A = 0 if and only if |¥) is a product state.
3.4 Maximally entangled states:

(a) Let |Pap) € Ha ® Hp be a maximally entangled state, and |V p) € Hq ® Hp an
arbitrary pure state. Show that |V 4p) is maximally entangled if and only if there exist
unitaries Ug € U(H4) and Vp € U(Hp) such that (Us ® VB)|Pag) = |VaB).

(b) Let |®a,B,) € Ha, @Hp, and |’y 5 ) € Ha, ® Hp, be two maximally entangled states.
Show that @4, p,) ® |®/y, p,) is maximally entangled between systems A; Ay and B1By.?

3.5 Maximal entanglement criterion: Prove Lemma 3.6.
3.6 Maximally entangled state tricks: Prove Lemma 3.7.

3.7 Partial transpose test I: Given a linear operator Myp € L(H4 ® Hp) and a choice of
orthonormal basis of H 4, we define the partial transpose ML% of M4p on system A as the
following operator in L(H4 ® Hp): If Map = M4 ® Mp, we set

M4 == M} ® Mp,

9By this we mean that it is maximally entangled with respect to the tensor product Ha ® Hp, where
Ha=Ha, ®Ha, and Hp = Hp, @ HB,-
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3.8

3.9

3.10

3.11

3.12

where the transpose is taken with respect to the chosen basis (just for the ordinary transpose,
the result will depend on this choice). Since any M4p can be written as linear combination
of operators of the form M4 ® Mp, we can extend the definition to all of L(H4 ® Hp) by
linearity. One can similarly define the partial transpose on system B.

a) Show that if p4p is a separable state then T4 is PSD.
P PAB

Thus we obtain an important criterion for entanglement, which is known as the partial
transpose test: if p}g has a negative eigenvalue, then the state p4p must be entangled.

(b) Use this to show that the maximally entangled state %(\00) + |11)) is entangled.

It is important to realize that the partial transpose test only gives a sufficient criterion for
entanglement. In other words, there are entangled states with PSD partial transpose (except
in dimensions 2 x 2, 2 x 3, and 3 x 2).

Partial transpose test II: Let pg = |®T)(®T| denote the maximally entangled state

on C?® C?, and let p; = %ﬁf@ﬂ.

(a) Show that p(t) := (1 —t)po + tp1 is a quantum state for all ¢ € [0, 1].
(b) Show that pgA = LF, where F € L(C? ® C?) is the swap operator defined by

F(lz) @1y) = ly) @ |x),

for all z,y € {0,...,d —1}.
(c) For what range of ¢ does the partial transpose test show that p(t) is entangled?

B Practice In this problem you can experiment with the partial transpose test. In the
files 03-state-A.txt, 03-state-B.txt and 03-state-C.txt, you will find three density
matrices of the following dimensions:

aeD(C®C?, BeDC*eC, ~yeDCeCY.

For each of the three states, compute the partial transpose, and output the smallest eigenvalue
of the resulting matrix. For each state, output whether the state is entangled, or separable,
or whether the partial transpose test was inconclusive.

Hint: You may use that the partial transpose test is necessary and sufficient when the total
dimension s at most 6.

Local conversion of Bell states: Verify Eq. (3.5).

Teleportation: Here you can fill in the gaps left in the lecture notes in the analysis of
teleportation, where we asserted Eq. (3.7) and its generalization Eq. (3.8) without proof.

(a) Let Ip_,5s denote the identity operator Hp — H s (this make sense as Hyr = Hp = C2).
Show that (IM & <®+A_B‘)(’(I)—~]\_4A> & IB) = %IB—>M~

(b) Deduce that (Ins ® (@7 5]) (\@g@fg) ®Ip) = 2IpmZ*X® for any z,z € {0,1}.

(c) Verify Eq. (3.8).

Entanglement swapping: Consider the following scenario involving three friends Alice,
Bob, and Charlie: Alice has one qubit A, Bob has two qubits B and B’, and Charlie has one
qubit C. The joint state of the four qubits is |}, 5) ® |®},), as in the following picture:
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A 1DF) B B |+) C

[ N N . T e e e e

Alice Bob Charlie

(a) Compute the reduced state of subsystem AC (i.e., the qubits shared by Alice and Charlie).
Is this state correlated or not? If it is correlated, is it entangled?

(b) Explain in one or two sentences how the three friends can use teleportation to create a
maximally entangled state between Alice and Charlie.

3.13 Transpose trick: For any 7,5 € R3, show that

(O (I + 1o X +1yY +71.2) @ (I + 5. X + 5yY + 8. 2) [®F) =1+ g8, — rysy + 125

3.14 Measuring a maximally state: Suppose that Alice and Bob each have one qubit, and
their joint state is the maximally entangled state |®T). Use Eq. (3.14) to compute the
probability that their measurement outcomes coincide in each of the following situations:

(a) Both perform a standard basis measurement (1.26).
(b) Both perform a Hadamard basis measurement (1.27).
(c) Alice performs a standard basis measurement and Bob a Hadamard basis measurement.
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Lecture 4

Trace distance and fidelity, classical and
quantum channels

Today, we are concerned with two separate topics. First, we discuss ways of quantifying the
similarity of two quantum states. For this we introduce two quantities: the trace distance, which
is defined in terms of generalization of the £!-norm of vectors, and the fidelity, which generalizes
the overlap |(¢]1)| of pure states. Both are useful and we discuss their most important properties.
We then switch gears and spend the remainder of the lecture to work towards the definition
of a quantum channel. Roughly speaking, channels describe the most general way by which we
can modify (or ‘process’) quantum states. We first discuss the classical situation and then turn
towards the quantum case — motivating and defining quantum channels as completely positive
and trace-preserving superoperators. We will continue the discussion of channels next week. At
that point, we will have fully developed the basic formalism of quantum information theory.

4.1 Norms of operators

Since quantum states are operators, we can in principle use any norm or metric on L(#) to
define a distance measure. What are useful norms to consider?

There is a general procedure to define the norm of an operator by considering the fP-norm of
its singular values (Theorem 2.23). Recall that the P-norm of a vector z € C" is defined by

(Z}Lllelp)l/p if p € [1,00), (4.1)

max;_|z;| if p = o0.

[y :=

Note that ||z]/cc = limp—00]|2||p. We can define corresponding norms of operators as follows:

Definition 4.1 (Schatten p-norm, trace norm, Frobenius norm, operator norm). For any p € [1, o],
we define the Schatten p-norm of an operator M € L(H,K) by

S1
1], = ||( ; )nw

where s1,...,s, > 0 are the singular values of M.

The cases p € {1,2, 00} are particularly important and have special names: ||M]||; is called the
trace norm (or nuclear norm), || M||2 is the Frobenius norm (or Hilbert-Schmidt norm), and || M ||eo
is the operator norm (or spectral norm).
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The Schatten p-norms are norms on L(#, ) for any p € [1,00]. This is not obvious for
general p, but easy to verify for p € {1, 2, 00} by using properties discussed below. If M is Hermi-
tian, then the singular values are the absolute values of the nonzero eigenvalues (Exercise 2.11),
so ||M]|p is the P-norm of the eigenvalues.

Let us write down explicit formulas for the three important special cases: The trace norm of
an operator M € L(#,K) is given by

.
My = si =TeVMIM =T vVMMF. (4.2)
=1

To see the right-hand side expressions, recall that the singular values are the nonzero eigenvalues of
the operator V' MTM or vVMMT. If M is PSD then || M||; = Tr[M], since VMM = VM2 = M.
Similarly, the Frobenius norm of an operator M € L(H, K) is given by

1Ml = (Z s§>1/2 - (Tr MTM)1/2 - (ﬁ MMT)1/2. (4.3)
=1

Just like the ¢2-norm of vectors, the Frobenius norm is induced by an inner product — namely
the so-called Hilbert-Schmidt inner product on L(H,K), which is defined by

(M,N) := Tr[M'N]  VM,N e L(H,K). (4.4)

Thus, L(H, K) is itself a Hilbert space if we use this inner product. In fact, under the natural
isomorphism L(#H,K) = H* ® K, the Frobenius norm and Hilbert-Schmidt inner product simply
corresponds to the norm and inner product of the Hilbert space H* ® K. Concretely, this means
the following: For an operator M, denote by My, = (e,| M| fp) its matrix elements with respect to
arbitrary fixed orthonormal bases of |e,) of K and |f;) of H. Then, Egs. (4.3) and (4.4) become

HMHg = Z’Mab‘Q and <M, N) = ZﬂabNab-
a,b a,b

This shows that the Frobenius norm and Hilbert-Schmidt inner product are simply the £2-norm
and inner product of the matrix entries, thought of as vectors in c®.
Finally, we can write the operator norm as follows:

Moo = max|_,s; = max M|o)||- 4.5
1Mo =15 \H¢>H§1H o)l (4.5)

The right-hand side expression follows since its square is the maximal eigenvalue of MTM. Tt
shows that ||| is the operator norm induced by the norms of H and K, which justifies its name.

Lemma 4.2. The Schatten norms satisfy the following properties for all M € L(H,K):
(a) Invariance under taking adjoints, conjugation, and transposition (the latter with respect to
any orthonormal basis): | M|, = |MT||, = | M|, = |MT||,.

(b) Invariance under isometries: ||M||, = |[VMWT|, for all V € U(K,K'), W € UH,H'). In
particular, they are invariant under left and right multiplication by unitaries.

(¢) They are monotonically decreasing in p. In particular: |M|1 > ||M|l2 > || M||co-

Proof. Parts (a) and (b) follows directly from the corresponding properties of the singular values.
Part (c) is a direct consequence of the same property for the ordinary ¢P-norms. ]
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The Schatten norms also satisfy a version of the Hélder inequality: For % + é =1,
I Te[MIN]| < |M]p||Nllg  YM,N € L(H,K).
In fact, if % + % = 1 then the norm ||-||, is dual to |-||,.! This means that

|M|l, = max |Tr[M'N]| VM €L(H,K).
NEL(#H,K),
INllp<1

We record and prove two important special cases to give you a flavor of the reasoning:

Lemma 4.3 (Cauchy-Schwarz and Hoélder). For any M € L(H,K), we have

Mz = max |Tx[MTN]|, (4.6)
NEL(#H,K),
IV]l2<1

|M|; = max |Tr[MTN]|. (4.7)
NeL(H,K),
IN]loo<1

In particular, we have the following Cauchy-Schwarz and Holder inequality: For M, N € L(H,K),

Te[MN]| < [ M2 N2, (4.8)
T [MTN]| < M1V oo-

Proof. The Cauchy-Schwarz inequality holds for any inner product, so in particular for (4.4). Thus
we obtain Eq. (4.8), which also shows ‘>’ in Eq. (4.6). For the other direction choose N = ﬁ

To prove Eq. (4.7) and hence Eq. (4.9), let M =}, si|e;)(gs| be a singular value decomposition
of M. Then:

(TN = [T silgad{ead V]| = |3 siteil Nlgo)

<> sil{ed Nlga)| < 1M1V o,
—_———

i
<INV ]loo

where we estimated the underbraced inner product by using the Cauchy-Schwarz inequality for
vectors in IC and then Eq. (4.5). For N = )" |e;)(g;], the above inequalities hold with equality. [J

The case that H = K is so important that we re-state Eq. (4.7) with a slight extension.

Lemma 4.4. For all M € L(H), we have

|M|l1 = max |Tr[MN]| = max |Tr[MU]| > |Tx[M]|.
NEeL(H), UeU(H)

[Vlloo<1

Proof. The first equality is just Eq. (4.7) for H = K and M substituted by M (which has
the same trace norm). For the second equality, note that ‘>’ holds since ||Ul|s = 1 for any
unitary U € U(H), while for ‘<’ we note that, since H = K, we can extend the map N from the
proof of Eq. (4.7) to a unitary. The final inequality is obvious: simply choose U = I. O

We can also prove other variants of the Holder inequalities, such as the following. It generalizes
and strengthens Eq. (4.9), since by Lemma 4.4 the trace norm is never smaller than the trace.

n finite dimensions, this is true for all p € [1, 00].
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’ Lemma 4.5. For all M € L(K, L), N € L(#,K), we have | MN||1 < ||M|]1]|N||oc-

Proof. By Eq. (4.7),

IMN|y = max |Tr[(MN)'X]|= max |Tr[MNXT]|.
XE€L(H,L), X€eL(H,L),
X oo <1 X<t

To estimate the right-hand side, observe that
[T MNXT| < M INX oo < IMILIN ool X lloo < M 11N oo
where we first use (4.9), then submultiplicativity of the operator norm, and finally || X |l.c < 1. O
Finally, we note that the Schatten p-norms are all submultiplicative, which means that
IMN|lp, < [[M]p[Nll, — YM € L(K, £), N € L(H,K).

For p € {1,2,00} this is easy to verify directly using the properties established above.

4.2 Trace distance and fidelity

We can use the norms from Section 4.1 to define distance measures between quantum states.
One particular important such distance measure is the trace distance, which is simply one half
times the metric induced by the trace norm. In particular, the trace distance is a metric.

Definition 4.6 (Trace distance). The (normalized) trace distance between states p,o € D(H) is

1
T(p, o) = 5llp—olh.

In Exercise 4.2, you can prove Helstrom’s theorem, which gives an important operational
interpretation to the trace distance. Namely, it shows that the optimal probability of distinguishing
two quantum states p and o is % + %T(p, o) assuming you are given one of the two with equal
probability. This follows readily from the following lemma, which you get to prove in Exercise 4.1.

Lemma 4.7 (Variational characterization). For any two states p,o € D(H),

T(p,o) = Orgngglﬂ[Q(p - o)l

Moreover, the maximum is achieved by a projection Q.

We now list some useful properties of the trace distance:

Lemma 4.8. (a) T(p,0) € [0,1] for p,o € D(H). Moreover, T(p,c) =0 if and only if p = o.
(b) Invariance under isometries: T(p, o) = T(VpVT,Va V1) for p,o € D(H) and V € U(H, K).
(¢) Monotonicity: T(pa,04) < T(pap,oap) for all states pap,oap € D(Ha @ Hp).

(d) Joint convexity: T'(D . cx Pe Pas D pes Pe0c) < Y pes P2l (pz,02), where p € P(X) is an
arbitrary probability distribution and py, 0, are arbitrary states for x € 3.
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You can prove this in Exercise 4.4. Property (c) is quite intuitive, since it means that two states
can only get closer if we discard a subsystem.

For pure states p = [¢)(¢p] and o = |¢)(¢|, the trace distance is directly related to the
overlap [(p|1))| of the corresponding vectors (Exercise 4.5):

T(p,0) = V1= (¢l¥)) (4.10)

Is there also a useful general definition of an ‘overlap’ of mixed states? This leads us to our
second definition, which is the following.

Definition 4.9 (Fidelity). The fidelity between two states p,o € D(H) is defined as

F(p,0) = l/pvalh = T/ Vapy/a] = Trly /Ao yal.

For the second and third equality, see Eq. (4.2). Clearly, F' is symmetric, i.e., F(p,0) = F(o, p).
If p = |¢)(¢| is pure then \/p = p, so

F(p, o) = Te[y/[9) (o) (] = v/ (@lole) Te[V/ 1) (8] = v/ (¥o]v). (4.11)
20 =Trl)(¢[=1

If both states are pure, p = [¢)(¢)| and o = |¢p)(¢|, then

F(p,o) = v {¥]o){¢l) = [(¥]d)]. (4.12)

Thus, the fidelity indeed generalizes the overlap of pure states.
The fidelity is a similarity measure rather than a distance measure, i.e., it is maximized if
the two states are the same.? This follows from the first item in the following lemma.

Lemma 4.10. (a) F(p,0) € [0,1] for p,o € D(H). Moreover, F(p,0) =1 if and only if p = 0.
(b) Invariance under isometries: F(p,0) = F(VpVT, VoVT) for p,o € D(H) and V € U(H,K).
(¢) Monotonicity: F(pa,o4) > F(pap,oan) for all states pap,o4p € D(Ha @ Hp).

(d) Joint concavity: F(3_,cs Px Pr> D ogex Pe 0z) = Y pes PoF (Pe,02), where p € P(X) is an
arbitrary probability distribution and p., o, are arbitrary states for x € X.

You can prove the lemma in Exercise 4.6. Part (b) is easy to see directly; for the rest it is useful
to use Uhlmann’s theorem, which we discuss below. Note that the inequality in (c¢) and (d)
go the opposite way than for the trace distance. This is intuitive, since the trace distance is a
distance measure, while the fidelity is a similarity measure.

Remark 4.11 (Why so complicated?). Why don’t we simply use /Tr[po] to generalize the overlap?
The problem is that this quantity does not attain its maximum for when p = o. Indeed, Tr[p?]
can be any number in [1/d, 1], where d = dim H, so the above is not a good definition.

Remark 4.12 (Tricky conventions). Around half of the quantum information community defines
the fidelity as the square of our F(p,o). This is good to keep in mind when consulting the
literature (including textbooks).

We now come to a central result, Uhlmann’s theorem, which gives a nice interpretation of
the fidelity. Namely, the fidelity is simply the maximal overlap between two purifications!

>Thus, the fidelity is not a metric. However, P(p, o) := 1/1 — F2(p, o) is a metric, called the purified distance.
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Theorem 4.13 (Uhlmann). Let pa,04 € D(H4) be states and let Hp be a Hilbert space such
that both states admit purifications on Ha ® Hp.®> Then,

F(pa,04) = max{|<\IJAB|<I)AB)| 2 |Yap), |Pap) € Ha ® Hp purifications opr,JA}.

Since any two purifications on the same Hilbert space are related by a unitary (Lemma 2.18),
Theorem 4.13 can equivalently be stated as follows:

F(pa,on) = UBg%%B)IOIﬂXB\(IA ® Up)|2X5)]. (4.13)

where |W8%) and |®8%) are arbitrary fixed purifications of p4 and o4, respectively.
We first give a proof under the simplifying assumption that H4 = Hp. See below for a
general proof, which is slightly more technical.

Proof of Theorem 4.13 (if Ha = Hp). Then, without loss of generality, H4 = Hp = C%, so we
can use the standard purifications of p4 and o4, respectively (Definition 2.19). That is:

Wik = (Veae lp) Yl @le), 1058 = (Vo Ip) Yl @), (414)
We will now prove Eq. (4.13), using these as the ‘fixed” purifications. For Ugp € U(Hp),

(THE|(1a @ Up) @SB = Y (2] @ (2]) (Voavoa @ Us) (ly) © |y))

"1“7y

= (alypavaaly)(@[Uly)

$7y

= (alvpayaaly) U |z)

x?y

= Y (alvpavaaUlle) = Tr |[oavaaU}| .

In the first step we inserted Eq. (4.14), next we used Eq. (2.3), then we perform the transpose,
and finally we use Egs. (1.3) and (1.4). (The unitaries Ug = U = U4 are all the same objects;
the subscripts are just notation to help us emphasize on which system the operator acts.) By
maximizing the left and right hand side of this equality, we obtain

\IJStd I U (I)Std — T‘I‘[ UT:|

T [(WAB|(1a @ Up)|®%E)| o e VpaoaUy
= T U

0B T YPAVOATA

IVpavaally = Flpa,oa).

The second step uses that U — U is a bijection of the set of unitaries and the third equality
is precisely the second characterization in Lemma 4.4. Thus we have proved Eq. (4.13), and
thereby the theorem. O

We now show how to adapt the preceding proof in the general case that H4 and Hp are not
necessarily the same. The key difference is that we can no longer use the standard purification.

3Recall from Lemma 2.17 that this means that dim Hp > max{rank pa,ranko}.
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Proof of Theorem 4.13 (general case). Let Hr = C" be an auxiliary system of dimension r =
max{rank(pa),rank(c4)}. We consider the following purifications:

[0s) = (\/PiAVR—m ® XR—)A) Z\x) ® |z), (4.15)
r=1
D) = (\/aWR—m ® XR—>A> Z|l‘> ® |z). (4.16)
=1

The operator Vi_, 4 is an isometry that maps the first rank(p4) many standard basis vectors |z)
to orthonormal eigenvectors of p4 corresponding to the nonzero eigenvalues. Likewise, the
operator Wr_, 4 is an isometry that maps the first rank(c4) many standard basis vectors |z)
to orthonormal eigenvectors of o4 corresponding to the nonzero eigenvalues. (This is possible
since dimH 4 > r.) Finally, the operator Xg_,p is an arbitrary isometry. (Such isometries exist
we assumed that both p4 and o4 have purifications to Hq ® Hp, so dimHp > r.) It is easy to
verify that Eq. (4.15) defines purifications of p4 and o 4.

We now proceed as before and consider the right-hand side of Eq. (4.13), but now using
Eq. (4.15) as the fixed purifications. Now, abbreviating V' = Vr_a, W = Wra, X = Xg, 5,

OS5I @ Up) @) = 3 (2] ® (2l) (VIvoavaaW © XTUpX) (jy) © lv)
z,y=1
= " @Vy/pavaaWy) («| XTUs X |y)
z,y=1
= 3 @Vipaveawly) (X Us X))

z,y=1
=Te[VI/pa/oaW (XU X)T]

What kind of object are XTUpX and its transpose? This is an operator on Hp = C” which we
can think of as the restriction of the unitary Up to a subspace (namely the image im(X) of the
isometry X). As such, it is clear that | XTUpX||s < 1, which can also be seen formally by using
submultiplicativity and the fact that unitaries and (more generally isometries) have operator
norm at most one. This means that
max  [(O55](1a © Up)|0%5) < max  TVypayaaWy] = [Viypayeaw| (417)
Up€U(HB) YeL(Hr),
V][0 <1
using the first characterization in Lemma 4.4. On the other hand, we can write any unitary
matrix in U(Hg) as XTUpX for some unitary Up € U(Hp) (simply choose U to be a direct
sum of the desired unitary on Hpr = im(X) and the identity on the orthogonal complement).
Hence:

Ui (14 @ Up)|@8%,)| > Te[V1 wZz)=||vi Wi, (4.18
UBIEI%%B)K Apl(la @ Up)| AB>’—Z€I%?;}}_[<R) r[VIpav/oaWZ] = |VI/payoaW|1 (4.18)

Combining Egs. (4.17) and (4.18), we find that

; ax [(U5] (14 @ Up)|@55)| = IV /payv/oaW|s. (4.19)
B€U(HB)

We are almost done — but we still have to get rid of V and W on the right-hand side. To do so,
note that

Ivpavoal = [VVIVpayaaWWH 1 < |[Vi/payoaWl < [lvpaveoalh (4.20)
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The equality holds, because VVT projects onto the support of p4, hence of V/PA, SO VVT\/pj =
V/pa; and likewise for Wwt and v/oa. The inequalities follow from Lemma 4.5, since the
isometries V' and W and their adjoints satisfy have operator norm bounded by one. (In the fact,
the first inequality is an equation thanks to Lemma 4.2 (b).) Since the left and the right hand
side of Eq. (4.20) are the same, it follows that we must have equality throughout, so that

IVpavaalh = IVIVpayvaaW|h.
In view of Eq. (4.19) this concludes the proof. Phew! O

Finally, we mention that the trace distance and fidelity are related by the so-called Fuchs-van
de Graaf inequalities: For all p,o € D(H),

1—F(p,0) <T(p,o) <+/1—F?p,o0). (4.21)

You can prove the upper bound in Exercise 4.7. For pure states, we see from comparing Eqs. (4.10)
and (4.12) that the upper bound is an equality.

4.3 Channels in probability theory

So far, the only way to manipulate a quantum state has been to measure it — but apart from
Footnote 3 we have not discussed at all how quantum states can evolve or be manipulated. In the
remainder of today’s lecture we will start developing the mathematical formalism that describes
the most general way by which quantum states can be manipulated. Before considering the
quantum situation, it is instructive to consider the classical situation.

Suppose we are given a ‘box’ such that we can input a value x € ¥ x and receive as output
some value y € Yy, as in the following figure:

Yx Oz ? Yy € Xy

How should we describe this mathematically? Let us imagine that the box has no memory, i.e.,
it acts the same way if we use it repeatedly. Then the most straightforward description might be
to assume that there exists a function,

f:zx—>2y

such that y = f(z) for every input z. This is an excellent description if we have engineered the
box ourselves to perform a given operation deterministically. But what about if there is some
random process happening inside the box? (Or perhaps we have some uncertainty about the
inner workings of the box?) In this case, it is natural to allow the output to be random, i.e.,
described by a probability distribution. Mathematically, this means that we should describe the
box by a function

p(ylz) >0 v,y

plylr) =1 v 422

p(ylx) such that {

The right-hand side condition means that p(y|x) is a probability distribution in y for every
fixed . The interpretation is that if the input to the box is x, then the output y is random, with
probabilities given by the p(y|x). That is,

p(y|z) = Pr(output y|input z).
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For this reason we might call p(y|z) a conditional probability distribution (but note that we do
not presuppose the existence of a joint distribution). In information theory, p(y|x) is called a
(memoryless) channel. We will mostly use these two terms. Other terms are (column) stochastic
matriz, transition operator, or Markov operator.

Remark 4.14 (Functions as channels). Note that given a function f: ¥y — Xy, we can always

define
ify = x
j[(y|l) — {1 y f( )7

0 otherwise.

Then, if = is the input then y = f(x) is the output with certainty. This shows that channels are
a generalization of deterministic functions.

What if the input is also random, say, given by some probability distribution p(x)? In this
case, the joint probability of input and output is given by p(z,y) = p(y|z)p(x), so the distribution
of the output is the marginal distribution of g,

ply) = plylz)p(x). (4.23)

Here we used the slightly terrible (but concise and rather standard) convention of writing p(x)
and p(y) for the input and output distribution, respectively, only distinguishing them by the
symbol used for the argument. It would be more precise to use subscripts — writing, say, px and
py for the input and output distribution, and Py|x for the channel. Then, Eq. (4.23) reads

py () =Y Prix(yle)px (@). (4.24)

Note that this is precisely the formula for matrix-by-vector multiplication — provided we think of
the probability distributions px € R*X and py € R*Y as vectors, and of the channel as a matrix
Pyix € R>Y*®x (the entry in row y and column z is Py x(y|z)). The conditions in Eq. (4.22)
mean that all entries are nonnegative and that the entries in each column sum to one — such
matrices are called (column) stochastic. Then, the formula Eq. (4.24) for computing the output
distribution given a channel and input distribution can be succinctly written as follows:

py = Py|x px

The mapping px — py is evidently linear (since it is implemented by left multiplication with the
channel matrix Py |x). Conversely, any linear mapping that sends probability distributions to
probability distributions is of this form for some channel Py x.

Let us discuss two families of channels that are very important in classical information theory.

(a) A binary symmetric channel is a channel which flips a bit with some probability e € [0, 1].
That is, ¥x = Xy = {0,1} and

We can visualize this as follows:



Note that output y does not contain any information about whether the bit has been
flipped. This is perhaps the most straightforward way of modeling an unreliable digital
information transmission line.

(b) A binary erasure channel is a channel where the input bit is lost (‘erased’) with some
probability ¢ € [0, 1]. Mathematically, ¥x = {0,1}, ¥y = {0,1, L} and
p(0]0) = p(1[1) =1 —¢,
p(L]0) = p(1]1)

That is, the output is either equal to the input (it never gets flipped), or a new symbol L
(‘perp’) that indicates that the bit has been lost. This is illustrated in the following picture:

E.

T Yy
0 1—¢
\4&_’
c 1
1] ———— 1
—€

1

You could for example use this to describe a situation where you send a (physical or digital)
packet from a sender to a receiver which sometimes gets lost.

From these examples we see that the formalism of channels can not only describe arbitrary
deterministic functions, but it is also very well suited to describing ‘uncertain’ or ‘noisy’ behavior.
To understand how to communicate reliably in the presense of uncertainty and noise is one of
the central goals of information theory.

4.4 Quantum channels

We now discuss how the preceding gets modified in quantum information theory. As before, we
would like to model a ‘box’ — but now the box should map quantum states to quantum states:

D(Ha) 3 pa ? o € D(Hp)

Since quantum states are operators, this should be described by a map
®: L(Ha) = L(HpB).

What additional properties should such a map satisfy? First of all, we want to demand that & is
linear. This ensures that if {p;, p;} is an ensemble of input states then*

T[> pip) = > piTlpi)-
i i
The fact that ® should be linear can be succinctly written as follows:

® € L(L(Ha),L(HB)). (4.25)

Thus, ® is an operator that maps operators to operators! Such maps are called often called
superoperators, and we will follow this terminology. We will visualize superoperators by pictures
such as the following;:

“You might wonder why we do not rather model ® by a map D(#H.) to D(#p) that preserves convex
combinations. The reason is that any such map has a unique extension to linear map from L(#H4) to L(Hz), and
linear maps are easier to work with.

99



P

As for states and operators, we will often use subscripts to indicate the labels of systems. Thus,
we will write ® 4, for a superoperator as in Eq. (4.25) and

Mp = ®4_,p[Mj]

to apply a superoperator to some M4 € L(H 4), the result of which is an operator Mp € L(Hp).
We will consistently use square brackets [...] to apply superoperators to operators.

We still have to discuss which conditions we should impose to ® to be a quantum channel,
but let us first discuss some generalities.

e First, we always have an identity superoperator, denoted
Za: L(HA) = L(Ha), Za[Mal=My VMg € L(Ha). (4.26)

This naturally describes the situation where our box does not change the input at all — or
where there is no box. Accordingly, we will visualize Z4 as follows:

A

A

e Second, given two superoperators ® 4,5, Yo, p, we can always form their tensor product.
This is the superoperator

QA @ Ve,p € L(L(Ha®He),L(Hp ® Hp)),
which is defined as follows on tensor product operators,
(Pasp® \IIC—>D)[MA & Nc] = <I’A_>B[MA} & \I/C—>D[NC], (4.27)

extended by linearity — in precise analogy to how we defined the tensor product of operators
in terms of the tensor product of vectors (Remark 2.3). The tensor product of two
superoperators naturally describes the situation of two boxes where the first is applied to
one subsystem and the second to the other, as in the following picture:

A B
L)

C - D

What conditions to we want to impose on @ to legitimately call it a ‘quantum channel’? Clearly,
we would like ® to map quantum states to quantum states:

pa € D(Ha) = Paplpal € D(Hp)
We can equivalently split this up into two conditions and ask that ® is both

(a) Positive, meaning it maps PSD operators to PSD operators: ®[M4] > 0 for all M4 > 0,
(b) Trace-preserving: Tr[®[M,]] = Tr[M 4] for all My.

Let us try to come up with maps that satisfy these properties:
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e Unitaries and isometries: ®a_,a[pa] = UpaUT for a fixed unitary U € U(H,). More
generally, we can take ®4 ,g5[pa] = VpaVT for an isometry V € U(Ha,Hp). In our
pictures, we will often denote these superoperators simply by “U” or “V”

A A A B
— U v

(4.28)
Careful: It is important to keep in mind that these pictures refer not to U and V', but to
the corresponding channels .

We already saw examples of unitary superoperators in Lecture 3 when we applied Pauli
operators (which are unitaries) in the superdense coding and teleportation protocols. See
footnote 3 on p. 41.

o Add state: ® s, ap[pa] = pa ® op for a fixed state op. This superoperator corresponds to
a source that emits an additional quantum system in state op — as in the figure:

A

B
oB

e Partial trace: ® 45,4 = Tru. Indeed, the partial trace is a superoperator that maps states
to states, as we discussed above Definition 2.12. This corresponds to the situation where
we simply discard a subsystem A:

A

—0

B

It is very instructive to note that we can write
Trp =Tr®Ip,

as can be seen by comparing Eq. (4.27) and Lemma 2.9. This shows that our method for
drawing pictures makes sense. In fact, it can be developed into a well-defined graphical
calculus.

o Measurement: We can also represent measurements by superoperators. If pa: Q0 —
PSD(# 4) is an arbitrary measurement on A then we can define

Dasxloal = S Tefua@)pa] [2)(a]  Vpa, (4.29)
€N

where X is a new system with Hilbert space Hy = C*. By Born’s rule, Tr[ua(x)p4] is the
probability of outcome x using the measurement 4. Thus, for any state p4, the output
state ®4_,x[pa] is a classical state (Definition 1.10) that describes the probabilities of
measurement outcomes. We use the following picture to denote this superoperator:

A AL X
1

\
7

(Recall that, by convention, single lines correspond to quantum systems, while double lines
denote classical data.)
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o Measure and prepare: This superoperator is defined by

®4Blpal = Z Tr[papa(z)lop,.,
e

where p14: Q@ — PSD(? 4) is an arbitrary measurement on A and op , a state on B for each
possible outcome x € ). This superoperator corresponds to performing a measurement
and then preparing a state according to the measurement outcome:

A
K/qu T UB,zI,i}

v

Note that we recover the previous example by taking op , = |z)(x|.

This is encouraging — we found many superoperators that seem reasonable and satisfy condi-
tions (a) and (b), that is, they map states to states.

However, we will now see that there is a problem — these two conditions are not sufficient to
give a good definition of quantum channels. The reason is that there are superoperators ® such
that the two conditions hold for ® but fail for ® ® Zg, i.e., there exists a system R and state
pAr such that (Pa_p ® Zr)[par| is not a state!

A B
)

PAR
R

This is clearly nonsensical, since we want to interpret ® 4,5 ® Zr as applying ® on the A system
while leaving the R-system untouched.

For an example of such a superoperator, consider the transpose map that sends an operator
to its transpose (in some fixed basis):

TIM]=MT. (4.30)
For concreteness, let us consider the qubit case, i.e., T: L(C?) — L(C?).

e [t is clear that T sends states to states, i.e., is positive and trace-preserving. Indeed, the
transpose of a PSD operator is PSD, and the trace is likewise invariant under transposition.

e Consider the maximally entangled state of two qubits:

pAR = |®4p) (Php| = % (100)(00] + [11)(00[ + [00) (11| + [11)(11])
=%(I0><0!®|0><0|+\1><0|®I1><0\+!0><1I®I0><1!+|1><1\®\1><1I)
100 1
~1fo o000
210 0 0 0
100 1

If we apply the transpose channel on the A-subsystem (this is called a partial transpose, in
analogy to the partial trace), we obtain

(T ® In)par) = (|o><orT @ 10)(0] + 10y (1T @ [0) (1] + |1)(0[T @ [1) (0] + 1) (1T @ |1><1r>
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=§<|0><0'®|0><0|+le<£n®|0><1\+L9x11®|1><0|+|1><1|®u><1|)
1 000

_1fo o 10

~ 210 1 00
0001

We see immediately from the matrix representation that ppg is not a state. Indeed, while
the trace is still one, the right-hand side matrix has an eigenvector (0,1, —1,0) with negative
eigenvalue —1/2. You have already seen this calculation in case you solved Exercise 3.7.

Thus we recognize that ‘positivity’ alone is not enough, we need to demand the stronger condition
that even when we tensor with an identity channel we obtain a ‘positive’ map. This property is
called ‘complete positivity’. The problem identified above turns out to be the only issue — so we
arrive at the following definition of a quantum channel.’

Definition 4.15 (Quantum channel). A superoperator ® 4,5 € L(L(Ha),L(Hp)) is called a
(quantum) channel if it is

(a) Completely positive: For all Hr and Mug > 0, it holds that (Pa—p ® Zg)[Mar] > 0,
(b) Trace-preserving: Tr[® o, p[Mal]] = Tr[M4] for all M4.

We write CP(H 4, Hp) and C(H 4, Hp) for the sets of all completely positive maps ® 4,5 and
quantum channels, respectively, and we set CP(H4) := CP(Ha,Ha) and C(Ha) := C(Ha, Ha).

What are some examples of quantum channels? Clearly, the superoperator Z4 defined in Eq. (4.26)
is a quantum channel according to this definition, so we will call it the identity channel. In fact,
all examples given above — except for the transpose map — are quantum channels. You can show
this in Exercises 4.10 and 4.11, which also gives some further examples.

We can also build new channels from old ones. For one, the set of quantum channels is a
convex set. That is, if (p;)ier is a probability distribution and ®4_,p; € C(Ha,Hp) are channels
for i € I, then Zz‘e 1 Pi® A B, is again a quantum channel. This follows easily from the definition.

Moreover, if ® 4_, g is a channel then so is ® 4, p®RZg for any R. This holds almost by definition,
and it implies that channels can be composed in parallel and sequentially (Exercise 4.12):

Lemma 4.16. [f®4 .5 and Vg _,c are channels, then so is Vg ,co®a ,p. If P4 g and Ec_p
are channels, then so is P4 R =c_p.

Perhaps you still feel a bit uneasy with this definition — could there be another problem that
we might have missed in our analysis? Next week we will see that this is not so. Indeed, we will
find that any quantum channel according to the above definition can be written as a three-step
procedure: first add a system in a fixed state, then apply a unitary, and finally trace over a
system. Since quantum physics tells us that these three building blocks are all ‘physical’, this
justifies the mathematical definition. See the discussion surrounding Axiom 5.6 for more details.

Remark 4.17 (Complete positivity for classical channels?). In classical information theory the
above problem does not appear. Indeed, if p(y|z) is a conditional probability distribution then
so is p(yz'|zz) = p(y|x)d, . (the latter is the same as tensoring the transition matrix with I).
Thus, in a classical world, ‘complete positivity’ is automatic.

SNote that the second condition is unchanged. Indeed, unlike for positivity, it holds automatically that if
® 4_, g is trace-preserving then so is Pa_p ® Zr for any system R.
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4.5 Exercises

4.1

4.2

4.3

4.4

4.5

4.6

4.7

4.8

4.9

Variational characterization of the trace distance: Prove Lemma 4.7.

Hint: Consider the spectral decomposition of p — o.

Helstrom’s theorem: Suppose that we have a source that emits states pg, p1 € D(H) with
50% probability each. Your goal is to determine a measurement p: {0,1} — PSD(H) that
identifies the correct state as best as possible, as in the following picture:

po or pp T _/_7_§_ 1
source ——>0orl
(50% each) . # _ '

By convention, outcome ‘0’ corresponds to state pg, while outcome ‘1’ corresponds to state pj.
Thus, the probability of success using p is given by

1 1
Dsuccess = 5 TT[POM(O)] + 5 Tr[ﬂl#(l)]

Show that maximal probability of success over all possible measurements is %4— %T(po, p1) and
can be achieved by a projective measurement. This result is known as Helstrom’s theorem.

B Practice: Here you can verify that the measurement from Exercise 1.20 is ‘pretty good’
at distinguishing the states p = [0)(0| and o(t) = (1 — ¢)|0)(0] + ¢|1)(1|. Assuming both
states are equally likely, plot the following two quantities as functions of ¢ € (0, 1]:

(a) The optimal probability of distinguishing p and o(t) according to Helstrom’s theorem.
(b) The probability of distinguishing p and o(¢) by using the measurement from Exercise 1.20.

Properties of the trace distance: Verify Lemma 4.8.
Trace distance between pure states: Prove Eq. (4.10). Hint: p — o has rank < 2.

Properties of the fidelity: Prove Lemma 4.10.
Hints: Use Uhlmann’s theorem for (a), (c), (d). For (c) & (d), construct suitable purifications.

Fuchs-van de Graaf: Use Uhlmann’s theorem to prove the upper bound in (4.21).
Fidelity inequalities:

(a) Show that [(11]¢)|* + |[(w2|d)]|? < 1+ |(¥h1|1p2)| for all vector vectors [th1), |1)a), |¢) € H.
Hint: Upper bound the left-hand side by the largest eigenvalue of some rank-2 matriz.

(b) Show that F(p1,0)% + F(p2,0)? < 1+ F(p1,p2) for all states p1, pa, 0 € D(H).

(c) Show the following ‘triangle inequality’: If F'(«,5) > 1 — 4§ and F(3,7) > 1 — ¢ for any
three states «, 8,7 € D(H), then F(a,v) > 1 — 40.

Gentle measurement lemma: This useful technical result states that if p € D(H) is a
state and 0 < @ < I an operator such that Tr[Qp] > 1 — ¢, then the following inequalities
hold:

F(p, %?)2 V1—¢ and T(p, %?)S Ve (4.31)

(a) Prove that Tr4/,/pv/Qpv/Q/p = Tr[v/Qp] and vVQ > Q.
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4.10

4.11

4.12

4.13

4.14

(b) Prove the first inequality in Eq. (4.31) using part (a), and deduce the second inequality
from the first by using a result from an earlier exercise.

Quantum channels I: Show that the following superoperators ® are channels by directly
verifying that they are trace-preserving and completely positive.

(a) Isometries: ®[M] =V MVT for an isometry V.

(b) Add state: ®[Ma] = M4 ® op for a state op.

(c) Partial trace: ®[Map| = Trg[Mag].

(d) Classical channel: ®[M] = 3, p(y|z) (x[M|z) |y){y|, where p(y|z) is a conditional
probability distribution (i.e., p(y|x) is a probability distribution in y for each fixed x).

Quantum channels II: Show that the following superoperators ® are channels by directly
verifying that they are completely positive and trace-preserving:

(a) Mizture of isometries: ®[M] =31, iniMV;-T, where (p;)!'_; is an arbitrary probability
distribution and Uy, ..., U, arbitrary unitaries.

(b) State replacement: ®[M| = Tr[M]o, where o is an arbitrary state.

(c) Measure and prepare: ®[M] =" _(x|M|x)o,, where |x) denotes the standard basis
of C* and o, is an arbitrary state for each x € X.

Composing channels: Prove Lemma 4.16.

Transpose: Show that M;lrg = (Ta®Zp)[Mapg] for all Map € L(Ha ® Hp). Here, Mzg
denotes the partial transpose as defined in Exercise 3.7, and T4 is the transpose superoperator
from Eq. (4.30) (for the same choice of orthonormal basis of H 4).

No cloning: We say that a channel ® € C(H, H®H) clones a state p € D(H) if ®[p] = p®p.
For simplicity, let H = C? be a qubit.

(a) Show that there exists no channel that clones all classical states p.
(b) Show that there exists no channel that clones all pure states p.

(c) Which states are both pure and classical? Find a channel ® that clones all of them.

Hint: For (a) and (b), use that channels are linear to arrive at a contradiction.
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Lecture 5

Structure of quantum channels

Last week, we defined the notion of a quantum channel as a completely positive and trace-
preserving superoperator (see Definition 4.15). Today we will discuss several characterizations
of quantum channels. Those characterizations will give us better mathematical insight into the
notion of complete positivity, serve as important tools for what follows, and give us a more
satisfying explanation why last week’s definition is a sensible one.

5.1 Superoperators and complete positivity

Let 4,5 € L(L(Ha),L(HB)) be a superoperator. It is easy to check when ® is trace-preserving,
but how can we check complete positivity?

We start with a warning. Since L(Ha) = Ha ® HY, we can always think of ®4_,p as an
operator in L(H4 ® HY,Hp ® H};). Now, despite the similarity of words, it is important to
keep in mind that ‘positivity’ or ‘complete positivity’ of ® does not mean that ® 4,5 is a PSD
operator. Indeed, the latter statement does not even make sense in general, since H ® H% and
Hp ® H}p are not necessarily even the same spaces. Instead, our main tool will be to associate
with every superoperator an operator in L(H4 ® Hp) — such operators have the possibility of
being PSD, and we will see that this precisely characterizes when ® is completely positive. We
use the following definition:

Definition 5.1 (Choi operator). We define the Choi operator associated with a superopera-
tor ®4_,p as

Thp =) o) (yl ® Daspllz)(yl] € L(Ha © Hp), (5.1)
Y

where |x) denotes an arbitrary orthonormal basis of H 4.

You can think of J$5 as a block matrix where the block at coordinates (z,y) contains the
output ® 4, p[|z)(y|] of the channel on input |z)(y|. This is indeed a complete description of ®
since by linearity you can recover the output of ® on any input.

We can also write

Jip =Y (Za® Pasp)llz, 2)(y.yll, (5.2)
T,y

which makes it clear that J;I;B is the result of applying ®4_.p to half of an unnormalized
maximally entangled state ) |z,z) € Ha ® Ha, compare Definition 3.5. Note that the latter
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state depends on a choice of basis of H 4, just like the Choi operator. The following figure
illustrates Eq. (5.2):

A

2 olrw) = Jip
A B

— P |—

For example, taking H4 = Hp = C* and the standard basis, the so-called completely
dephasing channel

Alp] = (zlple) ) (a] (5.3)

zeEX

has the following Choi operator:
Jap =Y _|z)(z| @ |z)(xl, (5.4)

an unnormalized maximally correlated state. You can verify this and more in Exercise 5.1.
In fact, the mapping ® — J® defines an isomorphism, known as the Choi-Jamiotkowski
isomorphism:

Lemma 5.2 (Choi-Jamiotkowski isomorphism). The following map is an isomorphism,
L(L(Ha),L(HB)) = L(Ha®Hp), ®asp— Jip,
with inverse given by
Dup[Ma] = Tra[(Mi ® Ip)J3p]  VMa € L(Ha), (5.5)

where we take the transpose in the same basis as used to in the definition of the Choi operator.

Proof. The mapping is clearly linear and both spaces have the same dimension, so we only need
to show how the channel can be recovered from the Choi operator. For this we prove Eq. (5.5)
by a direct calculation:

Tra (M} ® Ip)Jhp] = Tra[(M} @ Ip)(|z)(y| @ ®asynllx) (yl])]
z,y

= 3" Tea[MI|a)(y] © Dassllz) ()]

x?y

=Y Te[Milz)(yl] Passllz)yl]
z,y
=(y|MJ|z)=(x|Maly)

= Z‘@AHB[|$><$|MA|3/><3/” = Oy, B[M4y].
z,y

O

It is a nice exercise to verify that this formula indeed recovers Eq. (5.3) from Eq. (5.4).
We now state the central theorem that gives four equivalent ways of characterizing when a
superoperator is completely positive.
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Proof. The implications (a)=-(b)=-(c) are immediate. For the implication (d)=-(e), simply define
Hp=Cland V=3, | X;®|i) and verify that Eq. (5.7) reduces to Eq. (5.6). (We can also go
the other way around and obtain Kraus operators from V' by setting X; := (Ip ® (i|)V, showing
that (e)=(d).) The implication (e)=>(a) is also easy — both M + VMVT and Trg are completely
positive (see Exercise 4.10), hence so is their composition.

It remains to prove that (c)=>(d) with r = rank J$. Since J$p is PSD, we can use a spectral
decomposition (see Theorem 1.3) to write!

T = Dl v 53

for suitable vectors |v;) € Hy ® Hp that need not be normalized. We can construct operators
X; € L(Ha,Hp) from them similarly as in Exercise 2.12. Simply define

X =Y (a,blvi) [b)(al € L(Ha, Hp). (5.9)
a,b

Then, using Eq. (5.5),

M) = Tra[(MI & I5)T3p] = 3 Tra[(MI @ Lg)lvs) (vi]

=3 a,blvi) (vild' V) Tra[(M} @ Ig)|a, b)(d, b]]

i ab a b

=D > (abloi){vild b)) Tra[Mla)(a'| @ [b) (V]

i ab b

1To get this form, restrict the decomposition of J%5 to the positive eigenvalues A; > 0 and absorb their square
root v/A; into the normalization of the eigenvectors |v;).
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= DD fablui(vild b)) T[MJla)(a']] |b)(

i ab a b
=(a/|M} |a)=(a|Mala’)

=D > (ablug)[b){alMala) (V| (vila’, V)

i ab a b

=" X;MaX],
%

which concludes the proof. O

Theorem 5.3 is rather remarkable. Criterion (b) shows that complete positivity, which a
priori involves an auxiliary Hilbert space Hp of unbounded dimension, to a single Hr =2 H 4.
And criterion (c) shows that we do not even have to check that ®4_,p ® Z4/ sends every PSD
operator to a PSD operator — it suffices to check this condition just for an (unnormalized, if we
wish) maximally entangled state. You can practice this technique in Exercise 5.10.

Criteria (d) and (e) are also very useful in practice, since many quantum channels are naturally
given in this form. Indeed, Exercises 4.10 and 4.11 simplify tremendously using Theorem 5.3!

Remark 5.4 (Beyond completely positive maps). For superoperators that are not completely
positive, we can still find weak forms of Kraus and Stinespring representations. Namely, any
superoperator can be written in the form ®[M] = >, XiMYiT (where, in general, X; # Y;)
or ®[M] = VMWT (where, in general, V # W). This can be proved as above using the
singular value decomposition of the Choi operator (which need no longer be PSD) instead of the
eigendecomposition in Eq. (5.8). As these representations are much less useful we did not discuss
this in class.

5.2 Characterizing quantum channels

With Theorem 5.3 in hand, it is straightforward to characterize quantum channels since we only
need to determine when a completely positive map is trace-preserving. This is achieved by the
following lemma.

Lemma 5.5 (When is a completely positive superoperator trace-preserving?). For a completely
positive superoperator ® o, g, the following statements are equivalent:

(a) ®a_p is trace-preserving (hence a quantum channel).

(b) Choi operator: Trp[J%5] = Ia.

(¢) Kraus representation: _, X;r X; = 14 for one/every Kraus representation.

(d) Stinespring representation: VIV = I, for one/every Stinespring representation. That is, V

18 an isometry.

In fact, the equivalence between (a) and (b) holds for arbitary superoperators (completely positive
or not).

Proof. We will use the fact, which follows from Exercise 1.18, that for X, Y € L(H) it holds that
Tr(XM)=Te(YM) forall M e L(H) & X =Y. (5.10)
By Eq. (5.5) for any My € L(Ha)

Te[@a-5(Ma)] = Te[Tra[(M] ® Ip)J3p)] = Tr[M} Trp[J3p]]
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from which it clearly follows using Eq. (5.10) that (b) and (a) are equivalent since Tr(M}) =
Tr(M4). Next, consider a Kraus representation of the channel, and use the cyclicity of the trace
to see that for all My € L(H4)

Te[®a_,5(Ma)] = Tr [Z X;MaX]] = Tr [MA(Z x1x;)].

7

So, again using Eq. (5.10), we see that (a) and (c) are equivalent. Finally, for a Stinespring
representation, again using the cyclicity of the trace we see that

Te[® A p(Ma)] = Tr[Trg[VMAVT]] = Te[MAVTV]
allowing us to conclude the equivalence of (a) and (d). O

It is worth stating again that if we put half of a normalized maximally entangled state into a
channel then we get a quantum state, which is nothing but the Choi operator normalized to be a
quantum state. This state is also known as the Choi state of ®4_,p, and it is given by

1

aJEB = (Za®@ ®a5p)[|Ph ) (@hAll, (5.11)

where |97 ,) = \/%7 > .|z, ) is a maximally entangled state and d4 = dim H 4.
The Stinespring representation has a nice conceptual interpretation. It is by definition
a composition of applying an isometry and then forgetting a subsystem (partial trace). In

Exercise 5.5 you will show that you can reinterpret the isometry as a composition of first adding
a pure state in a reference system and then applying a unitary:?

B A B
—
B A
A P = — V = U
FE C E
—o |0) —— —o

That means that every quantum channel can be constructed as a composition of adding states,
applying unitaries and discarding subsystems, which shows that the formalism of quantum
channels is equivalent to unitary quantum mechanics on pure states where we may add and forget
subsystems, which is not at all clear from the original definition of a quantum channel. Thus we
may feel sufficiently confident to state the following axiom:

Axiom 5.6 (Channels). Any quantum channel ®4_,p can be realized physically. That is, in
principle, there exists a device that, given as input an arbitrary state p4, outputs the state
S 4, B[pal.

Apart from being conceptually insightful, the Stinespring representation also often simplifies
proofs tremendously. Indeed, to show a certain property holds for quantum channels it suffices
to show that it holds for isometries (which is often trivial) and for partial traces. In Exercise 5.8
you will use this proof strategy to show the following lemma:

2At first glance this “equation” seems to have a syntactical error: The left-hand side is a quantum channel (a
superoperator), while the middle and right-hand side are an isometry and unitary, respectively. However, we can
identify the latter with quantum channels, as explained in Eq. (4.28).
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Lemma 5.7 (Monotonicity of distance measures). For all states pa, o4 and channels ® 4,5,

T(®asBlpal,Pasploa]) <T(pa,oa) and F(Pasplpal,Pasploa]) > F(pa,oa).

Remark 5.8 (Uniqueness of the Stinespring and Kraus representations). It is interesting to ask
how much freedom we have in choosing the Stinespring and Kraus representations. Any two
Stinespring isometries Va_,pg, VA_, BE of a channel ® 4,5 are related by a unitary Ug on the
system F that is discarded, in the sense that

Vaspe = (Ip @ Ug)Vape. (5.12)

This follows from Lemma 2.18, because |®Papg) := (14 ® VAHBE)|(I)A—/§A> and |<i>ABE) ={Ia®
VaB E)|(I>jg ) are both purifications of the Choi state in Eq. (5.11) and hence they are related
by a unitary Ug on FE, so ’(iABE> = (Isp @ Ug)|®Papg). It is an exercise for the reader to check
that this indeed implies Eq. (5.12).

As a consequence, any two sets {X;}I_;, {Y;}I_; of Kraus operators for a channel ®4_,p are
related by a unitary matrix U € U(C") in the sense that X; = Zj Ui;Yj for i =1,...,r. This
can be seen by constructing the Stinespring isometries corresponding to these Kraus operators as
in the proof of Theorem 5.3.

One can also compare Stinespring isometries with different auxilliary systems or sets of Kraus
operators of different cardinalities, in which case the unitary on the reference system is replaced
by an isometry.

Recall from Eq. (4.4) that the Hilbert-Schmidt inner product on L(#) is given by (M, N) =
Tr[MTN]. This allows us to define the adjoint of a superoperator:

Definition 5.9 (Adjoint superoperator). The adjoint ® € L(L(Hp),L(H)) of a superopera-
tor ® € L(L(Ha),L(Hp)) is defined such that

(My, ®T[Ng]) = (®[M4], Ng)  YMa € L(H4),Np € L(Hp).

Like for any adjoint, it holds that (®7)7 = ®. The following lemma summarizes some properties
of the adjoint. You will prove it in Exercise 5.7.

Lemma 5.10 (Properties of the adjoint). Let ® € L(L(H ), L(HpB)) be a superoperator.

(a) ® is completely positive if and only if T is completely positive.
(b) ® is trace-preserving if and only if ®F is unital (meaning that ®T[Ig] = I4).

5.3 Exercises

5.1 Depolarizing and dephasing channels: The completely depolarizing channel on L(H) is
given by

D[M] = Tr[M]g VM € L(H),

where d = dimH. For # = C¥, the completely dephasing channel is defined by

AM] =Y (x|Mlx) [z){z] VM € L(H).

xT
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5.2

2.3

5.4

9.5

5.6

5.7

0.8

(a) Compute the Choi operator of either channel.
(b) What is the result of acting by either channel on half of a maximally entangled state?
(c) For qubits, H = C2, how does either channel act on Bloch vectors?

Kraus and Stinespring: Find Kraus and Stinespring representations for the following
quantum channels:

(a) Trace: ®[M] = Tr[M]
(b) Add pure state: ®[Ma] = M4 ® |¢)(¢|p for a unit vector |¢pp) € Hp.
(c) Completely dephasing channel: A[M] =" (x|M|z)|x)(z| (same as above).

Kraus and Stinespring composition: Given Kraus or Stinespring representations of two
channels ® 4 .5 and Vp_,¢, explain how to obtain the same representation for ¥p_ ,co® 4 ,p.

More channel representations:

(a) Find a Kraus representation of the following channel, which sends a single qubit to two
qubits: ®w] = 1w ® |0)(0] + 5 Trlw] [0)(0] ® |1)(1].

(b) Compute the Choi operator of the single-qubit channel with the following two Kraus
operators:

V(g 1) ma vite(g Y.

Stinespring with unitaries: Use the Stinespring representation to prove that any quantum
channel ®4_.p can be written in the following form:

® 4 5[Ma] = Trp[Uacpe(Ma @ 00)Ul g YMa,

where Ho, Hp are auxiliary Hilbert spaces, oc € D(H¢) is a pure state, and Usc—pg a
unitary.

Entry-wise channels: Let H = C? and fix an operator A € L(#). Consider the superoper-
ator ®: L(H) — L(H) defined as ®[X] = A® X for all X € L(#H), where A ® X denotes
the entry-wise product of A and X: (A® X);; = A;;X;; for all 4,5 € {0,...,d — 1}.

(a) Compute ®[X] when A is the identity operator. Under what name did you encounter
this channel before?

(b) Show that if A is positive semidefinite then ® is completely positive.
Hint: One possibility is by computing the Choi matriz of ®.

(¢) Show that if ® is completely positive then A is positive semidefinite.

(d) Under what condition on A is ® trace-preserving? Show that ® is trace-preserving if
and only if your condition holds.

Adjoint superoperator:

(a) Given a Kraus representation of a completely positive map @, explain how to find a
Kraus representation for ®F.

(b) Prove part (a) of Lemma 5.10.

(c) Prove part (b) of Lemma 5.10.

Monotonicity of distance measures: Prove Lemma 5.7.
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5.9

5.10

5.11

5.12

Fidelity and composition of channels: Let ® 4,5, Y5 .o be channels and let p4, pg, pc
be states. Show that if F'(®a—,5[pal, pp) > 1-0d and F(Yp_,c|pB], pc) > 1—0 for some d > 0
then F((\I/B—>C’ o \I/AﬁB)[pA],pc) >1-—49.

Hint: Ezxercise 4.8.

Depolarizing channel: Consider the following trace-preserving superoperator on L(H),
where dimH = d and A € R is a parameter:

DA[M] =AM + (1= X) Tr[M]g

(a) Compute the Choi operator of Dy for any value of \.
(b) For which values of A is D) a quantum channel?

Kraus and Stinespring: Find Kraus and Stinespring representations for the following
quantum channels:

(a) Partial trace: ®[Mag| = Trp[Mag]

(b) Add state: ®[Ma] = M4 ® op for a state op.

(c) Measure and prepare: ®[M] =3 s (x|Ma|zr) 0B s, where |z) denotes the standard basis
of Ha = C> and 0B, is an arbitrary state for each z € ¥.

Classical-quantum states and quantum-to-classical channels: Let Hyx = C*. We say
that a state pxp is classical on subsystem X, or that it is a classical-quantum state on X B,
if it can be written in the form

PXB = ZP ) [z} (2| @ pBo
TEY

for a probability distribution p on ¥ and states pp, on Hp. By convention, we will always
denote subsystems by X, Y, ...if we know them to be classical (and A, B, ...otherwise).

(a) Discuss how this generalizes the notion of classical states.
(b) Show that the fidelity between two classical-quantum states pxp = > o5, p(2) [z) (x| ®

pBx and oxp = erz q(z) |z) (x| @ OB 18

F(pxp,oxB) = Z Vo(x)q(z) F(pBz,0B.2)-

TEX

(c) Show that pxp is classical on subsystem X if and only if (Ax ® Zp)[pxB| = px B, where
Ax[M] =3 cs|z)(z|M|z)(z| is the completely dephasing channel on the X-system.

(d) Assume that @4, x is a quantum-to-classical channel, i.e. 4, x[pa] is classical for every
state p4. Show that there exists a measurement piyg: ¥ — PSD(H 4) such that

Q4 x(pal ZTT pa(@)pal lz)(z|  Vpa.
TEY

Hint: Use Ezxercise 1.18.

(e) Let ®4_,x be the channel corresponding to a measurement p14, as in Exercise 5.12 (d).
Show that, for any system B and any state pap, the state pxp = (Pax @ Zp) [paB]
is a classical-quantum state and compute the probabilities p(x) and the states pp ..
Compare your result with Axiom 2.15.
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5.13

5.14

5.15

Complementary channels: Recall that any channel 4,5 € C(H4,H ) has a Stinespring
representation

4, p[M] = Trg[VMVT] VM € L(Ha),

where V: Ha — Hp ® HEg is an isometry and E' is an auxiliary system that is discarded after
applying the isometry. If we instead discard the original output system B, we obtain the
following channel ®4_, , € C(Ha,HE), which is called a complementary channel of ®4_,p:

G p[M] =Trg[VMVT] VM € L(Ha).

(a) Find a Stinespring representation and complementary channel of the completely dephasing
channel ® 4, g[M] = "% (i|M|3) |i)(i|, where Ha = Hp = C%.

(b) Find a Stinespring representation and complementary channel of the channel ® 4, g[M] =
Tr[M]7p, which prepares the maximally mixed state 75 € D(Hp).

(c) We say that a channel ®4_,p is degradable if there is another channel ¥g_,p such
that ®4,p = Yp_,p o ®4_, . Which of the two channels discussed in (a) and (b) is
degradable? Justify your answer.

(d) So far we considered specific channels. Suppose now you are given a general channel ® 4_, g
with Kraus representation ® 4, g[M] =>""_; X;M X;r . Find a Stinespring representation
of ®4_,p and a Kraus representation of the complementary channel ®_, .

B Practice: In the files 05-choi-matrix-1.txt, 05-choi-matrix-2.txt you will find
two Choi matrices, which represent superoperators from 5 qubits to 1 qubit.

(a) Apply these superoperators to the input state [00010).
(b) Compute the fidelity between these two outputs of the two channels.
(¢) Do these Choi matrices describe valid quantum channels?

Entanglement criteria: Let H 4, Hp be Hilbert spaces and let Rp € L(L(Hp)) be an
arbitrary superoperator that is positive (recall that this means that it maps PSD operators
to PSD operators).

(a) Show that if psp is an arbitrary separable state, then (Z4 ® Rp)[pan] is PSD.
For the remainder of this problem we make the following choice for R g:
RB[MB] = TI“[MB]IB—MB VMp GL(HB).

(b) Show that the superoperator Rp defined in this way is positive.

(¢) Show that (Za4 ® Rp)[Iap] = (dg — 1)Iap, where dg = dim H p.

(d) Assuming that H4 = Hp = C%, show that (T4 ® Rp)[Fap] = Iap — Fap, where Fap
is the swap operator defined by Faplz,y) = |y, z) for all z,y € {0,...,d —1}.

From (a) we obtain the following sufficient criterion for entanglement: If p4p is a state such
that (Z4 ® RB)[pap] is not PSD, then pap must be entangled. For our choice of R g, this is
known as the reduction criterion. Now consider the following family of states parameterized
by p € [0, 1]:

PAB = gﬂz + (1 —p)({ap — 1Iy),

where Hy = Hp = C? and II; = %(IAB + F4p) is the orthogonal projection onto the
symmetric subspace of C? ® C?.

(e) For which values of p € [0, 1] does the reduction criterion show that pap is entangled?
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Lecture 6

Shannon entropy and data compression

Over the past month, we have learned the basic formalism and toolbox of quantum information
theory (e.g., note that all objects in the cartoon on p. 7 are now well-defined). From this week
on we will discuss information theory proper. Today we will discuss the classical theory of data
compression due to Shannon. Next week, we will generalize Shannon’s results and learn how to
optimally compress quantum information. For more information on classical information theory
see, e.g., the lecture notes at https://staff.fnwi.uva.nl/m.walter/iit19/.

6.1 Shannon entropy

Today we will work with classical probability distributions a lot. Recall that

P(%) = {p: SRyt > pla) = 1}

TEL
denotes the set of all probability distributions on a finite set ¥. If X is a random variable then
write X ~ p to say that X is distributed according to p, i.e., Pr(X = z) = p(z) for all z € ¥. As
usual, we write E[X]| =Y, s p(z)z for the ezpectation value and Var(X) = E[X?] — E[X]? for
the variance of a numerical random variable X. We now define the Shannon entropy.

Definition 6.1 (Shannon entropy). The Shannon entropy of a probability distribution p € P(X)
is defined by

H(p) =3 p(a)log ]ﬁ =~ 3 p() log p(x). (6.1)

TEX TEY

Throughout these lecture notes, log always denotes the logarithm to base 2 (i.e., log2 = 1).

As stated, Eq. (6.1) is only well-defined if all p(x) > 0. However, note that qlog% = —qloggq is
continuous in ¢ > 0 and tends to 0 as ¢ — 0, as illustrated in Fig. 6.1 (a). We can thus extend
the definition of H(p) by continuity, i.e., defining

p(x) log p(la:) = —p(z)logp(x) =0  for  p(xz)=0

in Eq. (6.1). Then H(p) is a continuous function of p € P(X). This definition is also compatible
with the interpretation that the Shannon entropy can be written as

H(p) = B|log — | = ~Ellogp(X)], (6.2)

1
p(X)
where X ~ p, since probability-zero outcomes do not impact the expectation value.
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0.5 — qlog(1/q) — h(p)
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Figure 6.1: (a) The function f(q) = qlog %. As is apparent, f(q) — 0 as ¢ — 0. (b) The binary
entropy function h(p) = H({p,1 — p}) defined as in Eq. (6.3).

Example 6.2 (Binary entropy function). The Shannon entropy of a probability distribution with
two possible outcomes is given by the so-called binary entropy function,

h(p) == H({p,1 - p}) =plog%+(1—p) loglip, (6.3)

where p is the probability of one of the outcomes. This function is visualized in Fig. 6.1 (b). Note
that it is continuous, but not Lipschitz continuous (you can prove this in Exercise 6.7).

We will now list some further properties of the Shannon entropy. Before we state these properties,
recall that a function f: D — R defined on a convex set D C R" (e.g., an interval if n = 1)
is called concave if it holds that ¢f(a) + (1 — ¢) f(b) < f(ga + (1 — ¢)b) for any ¢ € [0, 1] and
a,b € D. Tt is called strictly concave if equality only holds for a = b or ¢ € {0,1}. If D is an
interval and f is twice differentiable on its interior with f” < 0 then f is concave. If f” < 0 then
f is strictly concave.

Jensen’s inequality states that, for any concave function f as above,

> p@)f(a@) < £ pla)a(@)) (6.4)
€Y reX

for any probability distribution p € P(X) and function a: ¥ — D. (If |X| = 2 then this simply
restates the definition of concavity.) Moreover, if f is strictly concave then equality in Eq. (6.4)
holds if and only if a is constant on the set {z € ¥ : p(z) > 0}. We can also state Eq. (6.4) in
probabilistic terms. If f is a concave function on D and A a random variable on D then

E[f(A)] < f(E[A]),

and for a strictly concave function we have equality iff A is constant.

Lemma 6.3 (Properties of the Shannon entropy).
(a) Nonnegativity: H(p) > 0. Moreover, H(p) = 0 if and only if p is deterministic (i.e.,
p(z) =1 for one x and all other probabilities are zero).

(b) Upper bound: H(p) <log |[{z : p(z) > 0}| < log|S|. Moreover, H(p) = log|S| if and only
if p is uniform, i.e., p(x) = 1/|X| for all z € X.

(¢) Concavity: The Shannon entropy is a strictly concave function of p € P(2).
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Proof.
(a) The lower bound holds since f(q) = qlog% > 0 for any ¢ € [0,1]. Moreover, f(g) =0 iff
q € {0, 1}, which implies the second claim. See also the figure above.

(b) This follows from Jensen’s inequality, applied to the concave log function and a(z) = 1/p(z).
Indeed,

1 1
Hp)= >  pa)log—=<log >  ple)— =log|{z:p(x) >0},
iy p(@) p(@)

z€X,p(x)>0 zeX,p(x)>0
with equality if and only if all nonzero p(x) are equal. Now the rest is clear.

(c) This follows if we can show that

1 1

f(q) qlog madlng

is strictly concave on ¢ € [0,1]. Indeed, for ¢ > 0,

1 11
/ _ 1 1 d " == . ]
@)=~y Mg+ adso () = —pot <0

Definition 6.4 (Subscripts, entropy of subsystems). When dealing with joint distributions, it is
often useful to use subscripts to denote the distribution of a random variable. Thus, if X and Y
are random variables then we might write pxy for their joint distribution and px, py for their
marginal distributions, etc. That is,

pxy(z,y) =Pr(X =z,Y =y),
px(z) =Pr(X ==z) =3, pxv(z,y),
py(y) =Pr(Y =y) =3, pxv(z,y).

We already discussed and used this convention in Eq. (4.24). It will also be useful to write X x for
the space of outcomes of a random variable X i.e., if px € P(Xx). This is completely analogous
to our notation and conventions in the quantum case, see Definitions 2.5 and 2.12.

Similarly, we will denote the entropies of subsets of the random variables by

H(XY):= H(pxy), H(X):=H(px), H(Y):=H(py).

Sometimes we will also write H(XY),, H(X),, etc. if we want to be explicit about the underlying
probability distribution.

Today we only use this notation to state the following lemma, which you can prove in Exercise 6.6.

Lemma 6.5 (Monotonicity and subadditivity of the Shannon entropy). Given random variables
X and Y, the following inequalities for the Shannon entropy hold:

(a) Monotonicity: H(XY) > H(Y).
(b) Subadditivity: H(X) + H(Y) > H(XY).

We now turn towards today’s main goal, which is to give an interpretation of the Shannon
entropy in the context of compression.
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6.2 Lossy and lossless compression

Consider a data source modeled by a random variable X ~ p € P(X). We would like to compress
one sample from X into a bitstring of length ¢. By this we mean that we would like to come
up with an encoder E and a decoder D such that X := D(E(X)) is equal to X (i.e., first
compressing and then decompressing does recover the original input). This is illustrated in the
following picture:

source compressor bitstring decompressor decompressed
message after compression message
X E {0,1}* D X=X
(6.5)

How small can we choose ¢ to be? The answer is given by the raw bit content of p, which is
defined as follows:

Ho(p) :=log|{z € & : p(z) > 0}|.

Indeed, the encoder E needs to assign a distinct bitstring in {0, 1} to each element 2 that occurs
with nonzero probability — this can be done if and only if £ > Hy(p). Clearly, this is not a very
interesting result — we are not doing any compression at all. How can we do better? There are
two main options:

(a) Lossy fized-length compression: We could allow a small probability of error, i.e., only
demand that Pr(X # X) < ¢ for some § > 0.

(b) Lossless variable-length compression: We could use bitstrings of different lengths ¢ = ¢(x)
depending on the element x that is sampled and try to minimize the average length.

Here is a concrete example:

Example 6.6. Consider the following distribution on ¥ = {A, B,C}:
p(A) =0.98, p(B)=0.01, p(C)=0.01

Clearly, Hyp(p) = log 3 ~ 1.58, so we need at least £ = 2 bits to achieve (6.5). Let us discuss the
two options: (a) If we are willing to tolerate a probability of error 6 = 0.01 then we can compress
into a single bit (¢ = 1). For example, we might define the encoder and decoder by

E(x) s D(s)

QW |~

0
1
1 1 B

(b) If we are willing to use bitstrings of varying length then the following encoder and decoder

x E(x) s  D(s)
A o0 0o A
B 10 10 B
C 11 11 C

achieves an average length of 0.98 x 1 4+ 0.02 x 2 = 1.02 with no error.
Note that none of the ‘codewords’ E(z) is a prefix of any other — this ensures that we can
decode a given bitstring without having to use an additional ‘end of input’ symbol.
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This goes already in the right direction but is still not very impressive. For example, suppose
that we have a source that emits two symbols A and B with probabilities

p(A) =0.75, p(B) =0.25.

There should clearly be some potential for savings, since this situation seems much less random
than if the two probabilities were the same. But neither of the two options above seem very
helpful — for a lossy protocol we would need to allow a probability of failure of 6 = 25%, while
for a lossless protocol there is no better way than sending ¢ = 1 bit for both messages (since we
cannot send partial bitstrings).

How can we do better? The key idea is to try to compress not a single symbol at a time but
to focus on blocks of many symbols. We will discuss how this can be done in detail for lossy
compression and defer a discussion of the lossless case to Exercise 6.4.

6.3 Block codes, Shannon’s source coding theorem, typical sets

The basic assumption will be that our data source is IID (or memoryless), which means that it
emits symbols

11D

X17X27"‘ 7Xn ~p
for some p € P(X). This notation means that the X; are independent and identically distributed
(1ID) random variables such that each X; has distribution p.

Remark 6.7. While the IID assumption may not necessarily be a realistic assumption when
it comes to a concrete data source (e.g., typical data sources may exhibit correlations or may
change over time), it is a very useful base case. For more sophisticated compression schemes, see
https://staff.fnwi.uva.nl/m.walter /iit19/.

Schematically, what we would like to achieve is the following. We would like to find an encoder
and decoder, now operating on a block or sequence of n symbols, as in the following figure,

X1 - Xl
assume X2 (0,1} - X2
i.id. - f D
X, — Xn
such that
Pr(X" # X") < 6.
Here and below we use the notation X" = (Xy,...,X,,) for sequences of length n if we want to

emphasize their length. Note that for n = 1 the above reduces to Eq. (6.5). Our goal now is to
minimize the compression rate

¢ number of bits

n  block length

We now formalize the above in a definition and state Shannon’s central theorem, which shows
that the optimal compression rate is directly related to the Shannon entropy (if we allow n — o).
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Definition 6.8 (Code). An (n, R,0)-code for p € P(X) is a pair of functions
E:¥" —»{0,1}"%  and  D: {o,1}"F - ¥on
such that
Pr(D(E(X™)) # X™) <6 (6.6)

for X" IrI\I»)p.

Note that the left-hand side of Eq. (6.6) can also be written as

Pr(D(E(X™)) # X") = 3 p(a™) = > p(z1) - pay),

zneXn:D(E(x™))F#x" zneX:D(E(x™))F#x"

where we write p(z™) := p(x1) - - - p(x,) for the joint distribution of a sequence z™ € ¥".

Theorem 6.9 (Shannon’s source coding). Let p € P(X) and § € (0,1). Then:

(a) If R > H(p) then there exists ng such that there exists an (n, R,d)-code for all n > ng.
(b) If R < H(p) then there exists ng such that no (n, R,d)-codes exist for n > ny.

That is, the optimal asymptotic compression rate for an IID source described by a probability
distribution is given by its Shannon entropy.

To prove Theorem 6.9, we need to make use of the fact that not all sequences x™ are equally
likely. For example, for large n, we might expect that with high probability the number of times
that any given symbol x appears in X" is &~ n(p(z) £ €). The following definition captures a
closely related property of ‘typical’ sequences:

Definition 6.10 (Typical set). For p € P(X), n € N, and ¢ > 0, define the typical set

T (p) := {as" ex”: |%10g1@ —H(p)‘ < 5}
= {:c" exn”: ’%glogﬁ —H(p)’ §5}

The following lemma summarizes the most important properties of the typical sets.

Lemma 6.11 (Asymptotic Equipartition Property, AEP). The following properties hold:
(a) 27 HPIe) < p(zn) < 27HP)=E) for all ™ € Ty, o(p).
(b) [The(p)| < or(H(p)+e),

(c) For X" = p, it holds that Pr(X™ & T,, (p)) < % Here, 0 = Var(log m) is a constant
that only depends on p.

Proof. (a) This is just restating the definition.
(b) This follows from

1> Pr(X"™ € Ty o(p)) > |Tne(p)| 2 "H@ITE)

where the last step is the lower bound in part (a).
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(c¢) Define the random variables R; := log ﬁ. Then the Ry, ..., R, are IID, with expectation

value u = E[R;] = H(p) (Eq. (6.2)) and variance Var(R;) = 0. Now,

:Li:logp(lXi)—H(p)‘ > ) = Pr( ii&—u\ >e).
i=1 i=1

The weak law of large number states that the right-hand side converges to zero for large n.
Let us recall its proof to get a concrete bound. For this, define Y := %E?:l R;. Then,

Pr(X" & Toe(p)) = Pr(

0.2

1 1
EY]=u and Var(Y) = — Var(R; + -+ + R,) = — Var(R;) = —,
n n n
using that the variance of a sum of independent random variables is simply the sum of the
individual variances. Now we can use the Chebyshev inequality, which states that

Var(Y)
-2

Pr(|[Y — E[Y]| >¢) <

to conclude the proof.

We are now in a good position to prove Shannon’s source coding theorem.

Proof of Theorem 6.9. To prove part (a), let us choose ¢ = ng(p), noting that € > 0. Then,
using part (b) of Lemma 6.11,

the final inequality holds provided we assume that n > % The above implies that there exists an
injective map E: Ty — {0,1}["7) Let us denote by D: {0,1}"2) — ¥" its left inverse (i.e.,
D(E(z™)) = a™ for 2™ € T), ). Finally, extend E arbitrarily to all of ¥". Then,

2
Pr(D(E(X") # X") < Pr(X" & Tye(p) < — <6,
where we first used that only sequences outside the typical set can lead to errors (since D(E(z™)) =
a" for 2™ € T, ) and then part (c) of Lemma 6.11; the final inequality holds if we assume that
n > %. Thus we have proved that there exists an (n, R, §)-code for any n > ng := max{1, %}
We emphasize that ng only depends on p, §, and R, as it should.
How about the proof of part (b)? This is your Exercise 6.8! O

In Exercise 6.3 you can reflect on the practicalities of using typical sets for compression. In
Exercise 6.4 you can discuss how to translate an (n, R,d)-code into a corresponding lossless
variable-length compression protocol.

Remark 6.12. The typical sets constructed in the proof are in general not the smallest sets S,
with the property that Pr(X™ € S,,) > 1 — 0. However, they are easy to handle mathematically
as n — oo and still small enough (this is the content of part (b) of Theorem 6.9).

To obtain the smallest possible .S,,, we could sort the strings ™ by decreasing probability
and add one string after the other until we reach probability 1 — 9.

Next week we will discuss how to translate the above ideas into the quantum realm. Here there
are many challenges, e.g., the states emitted by a quantum data source need not be orthogonal,
so cannot be perfectly distinguished by the encoder, and at any rate the encoder is not allowed
to measure the information as we typically destroy quantum information when we measure it —
but we will see that all these challenges can be overcome!
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6.4 Exercises

6.1 Joint distributions and entropies: Consider the following joint distribution of two random
variables X and Y over {0, 1,2} and {0, 1}, respectively:

r y|py)
0 0 1/2
0 1| 0
1 0] 0
1 1| 4
2 0| 0
2 1| 1/

(a) Compute the joint entropy H(X,Y).

(b) Compute the marginal probability distributions p(z) and p(y).
(c) Compute the entropies H(X) and H(Y).

(d) Are X and Y independent?

6.2 Entropy and typical sets: Let p be the probability distribution with three possible
outcomes 0, 1, 2 and probabilities p(0) = /2, p(1) = /4, p(2) = /4. Let X;, X3 be
independent and identically distributed (IID) according to p.

(a) Compute H(X;) = H(X2) = H(p). What is H(X1, X2)?

(b) Make a table that lists the joint probability p(z1,z2) and the quantity %log m for
all possible outcomes x1 and xs.

(c) Write down all elements of the typical set Ts . (p) for € = 0.12345.

6.3 How to compress it? Suppose you would like compress an IID source. In class we showed
how such a source can in principle be compressed by using typical sets. Discuss how this can
be applied in practice. What parameters have to be fixed? How do the encoder and decoder
work? What if you don’t know the distribution of symbols emitted by the source? Is this a
practical way of compressing?

6.4 Lossy vs. lossless compression: Given an (n, R, d)-code defined as in Definition 6.8, can
you construct a lossless compression protocol with average rate ~ R? You may assume that n
is large and ¢ is small.

6.5 Typical sets: Let p be a probability distribution on an set 2. For ¢ > 0, define
Spi={z" € X" ¢ p(a™) >27".

(a) Show that S, contains no more than 2" strings.
(b) Show that, if ¢ > H(p), then S, ; contains a typical set T}, .(p) for some € > 0.

6.6 Properties of the Shannon entropy: Prove Lemma 6.5. Can you interpret the two
inequalities in the context of compression? Hint: For both (a) and (b), write the left-hand
side minus the right-hand side of the inequality as a single expectation value. For (b), use
Jensen’s inequality.

6.7 Binary entropy function: Is the binary entropy (Example 6.2) Lipschitz continuous? That
is, is there a constant L > 0 such that |h(p) — h(q)| < L|p — ¢| for all 0 < p,q < 17
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6.8

6.9

6.10

Optimality of the Shannon entropy: In this problem, you will prove the converse part
of Shannon’s source coding theorem which states that it is impossible to compress at rates
below the entropy of the source. Given a probability distribution p on a finite set X, recall
that an (n, R, §)-code consists of functions E: X" — {0,1}"# and D: {0,1}[" — " such
that 3 nesn. p(p(an))=en P(@1) -+ P(@n) = 1 — 6. Show that:

(a) For any (n, R, d)-code, there are at most 2% many strings 2" such that D(FE(z")) = x™.
(b) For fixed § € (0,1) and R < H(p), (n, R,0)-codes can only exist for finitely many n.
Hint: Distinguish between typical and atypical sequences.

Lexicographic order (for the bonus problem): The lexicographic order <jex on {0,1}"
is defined as follows: Given bitstrings z” and y", we let 2" <jox y" if either 2" = y™ or
x; < y; for the smallest ¢ such that x; # y;. For example, 001 <jo, 010. The lexicographic
order defines a total order on {0,1}", hence also on the bitstrings of length n with k ones,
which we denote by B(n, k).

(a) Write down B(5,2) in lexicographic order (smallest element first).
(b) How can you recursively compute the m-th element of B(n,k)?
(¢) How can you recursively compute the index of a given element in B(n, k)?

Hint: |B(n, k)| = (}). Moreover, (}) = (ngl) + (Z:i) foralll <k<n-1.

B Practice: A binary image of size 7 x s can be represented by a bitstring of length 7s,
where we list the pixel values (0O=black pixel, 1=white pixel) row by row, starting with the
top row. We can thus compress the image in the following lossless fashion: First, compute
the number & of ones in the bitstring. Next, compute the index m € {0,1,..., (Tks) — 1} of
the bitstring in the lexicographically sorted list of all bitstrings of length rs that contain
k ones. The quadruple (7, s, k, m) defines the compression of the image.

For example, the 2 x 3-image _ corresponds to the bitstring 000100. There are six
strings with £ = 1 ones. In lexicographic order: 000001, 000010, 000100, 001000, 010000,
and 100000. The index of our bitstring in this list is m = 2. Thus, we would compress this
picture by (2,3,1,2).

(a) What is the bitstring corresponding to the following image? What is its compression?

-

(b) Can you decompress the image given by (r, s, k,m) = (7,8,8,243185306)7
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Lecture 7

From classical to quantum compression

Last week we discussed how to compress a classical data source which emits a symbol IID
according to a known probability distribution. We discussed two paradigms for compression —
lossy fixed-length compression and lossless variable-length compression — and their relation. We
then zoomed into the lossy paradigm and proved Shannon’s source coding theorem, which states
that, in the limit of large block lengths, the optimal compression rate of a source is computed by
its Shannon entropy (see Theorem 6.9 for a precise statement). Today, we will see the quantum
analogs of these results. We will define the von Neumann entropy of quantum states, the notion
of a quantum code, and prove Schumacher’s theorem that computes the optimal compression
rate in the quantum scenario.

7.1 Von Neumann Entropy

As last week, we will first define the entropy and then discuss how it naturally arises in the
context of compression.

Definition 7.1 (von Neumann entropy). The von Neumann entropy of a quantum state p € D(H)
is defined as the Shannon entropy of its eigenvalues (cf. Definition 6.1). That is,

H(p) := H(p) (7.1)

where p = (p(1),...,p(d)) is a probability distribution whose entries are the eigenvalues of p,
repeated according to their multiplicity, and d = dim .

We can also write the von Neumann entropy more intrinsically in the following way:

H(p) = —Tr[plog p]. (7.2)

Let us discuss how “plog p” is defined. In general, if () is positive definite then its logarithm,
denoted log @ or log(Q), is the Hermitian operator with the same eigenvectors but eigenvalues
the logarithm of those of ). That is, if @ = ), A\ile;)(e;| is an eigendecomposition then
log @ = >, log(\)|es)(e;|. This is a special case of Definition 1.6 and completely analogous to
the definition of the square root 1/@Q. Note that log @ is always Hermitian but typically not PSD.
You can practice this definition in Exercises 7.1 and 7.2. If p is positive definite then we can use
this definition to define log p and hence plog p.

If p has some zero eigenvalues then log p is ill-defined. However, recall from the discussion
below Definition 6.1 that the function f(q) = gloggq can be extended to ¢ > 0 by continuity.
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Thus we can still define plogp for all p € D(H). If p is positive definite then this definition
coincides with the one given above. Thus, Eq. (7.2) is well-defined and holds for all p € D(#).

We now state some properties of the von Neumann entropy that are analogous to Lemma 6.3
for Shannon entropy.

Lemma 7.2 (Properties of von Neumann entropy).
(a) Nonnegativity: H(p) > 0. Moreover, H(p) = 0 if and only if p is pure (i.e., p = [){3| for
some unit vector |p) € H ).
(b) Upper bound:

H(p) <logrank(p) < logdimH.

Moreover, H(p) = log(dimH) if and only if p is maximally mixed (i.e., p = ﬁ)
(¢) Invariance under isometries: H(p) = H(V pV1) for any isometry V.
(d) Continuity: The von Neumann entropy is continuous.

(e) Concavity: The von Neumann entropy is a strictly concave function of p € D(H).

Proof. The first two follow immediately from the corresponding properties of the Shannon entropy
in Lemma 6.3. The invariance under isometries holds since the entropy only depends on the
nonzero eigenvalues — but the latter are the same for p and VpVT. The continuity follows because
the Shannon entropy is continuous and the sorted eigenvalues of a Hermitian operator depend
continuously on the operator (but we will not prove this). A quantative bound is stated below in
Theorem 7.3. You will prove concavity in Exercise 7.10 (¢) and strict concavity in Exercise 8.4.
See p. 76 in Lecture 6 for the definition of concavity and strict concavity. O

The following theorem, which we do not prove, gives a quantitive bound for the continuity of
the von Neumann entropy:

Theorem 7.3 (Fannes-Audenaert). For all p,o € D(H),
|H(p) — H(o)| < tlog(dimH — 1) + h(t),

where t = T(p, o) is the trace distance between the two states and h(t) denotes the binary Shannon
entropy discussed in Example 6.2 and Ezercise 6.7.

7.2 Motivation: Classical compression and correlations

Before we turn to compressing quantum data, let us briefly revisit the classical case. Recall from
Definition 6.8 that an (n, R, d)-code for a probability distribution p € P(X) consists of functions
E:¥" — {0,1}"8) and D: {0, 1}["] — ¥ such that

Pr(X™# X") <6 (7.3)
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for X1,..., X, 2o p, where X" := D(E(X™)). Pictorially:

X1 nE) = X X5

. Xy 0,1}lnR - X X
iid. ) (0.1} p | XL X (7.4)

p : : :

X - X, X,

with probability > 1 — 4§

Shannon’s source coding theorem asserts that H(p) is the optimal rate R for compression in this
context (see Theorem 6.9 for the precise statement).

How about if X™ is correlated to another random variable Y7 For example, suppose
that Y = Xy, or Y = X1 ®...8 X,, or even Y = X". Are these correlations preserved if
we replace X™ by X™? To state this question precisely, let pxn»y denote the joint distribution of
(X™Y) and let p¢,, denote the joint distribution of (X™,Y). Then we would like to ask if it
is true that pxny =~ pgny. This can be quantified by using the trace distance for probability
distributions which is defined as follows:

Definition 7.4 (Trace distance). Given probability distributions p,q € P(X), their (normalized)
trace distance or total variation distance is defined as

T(p,q) = 5 S Ip(=) — a()] = 5 lIp — all,
zZ€Y

where ||z||1 = ) cx|2.| denotes the £1-norm of vector z.

Note that this is nothing but the trace distance (see Definition 4.6) of the corresponding classical
states. In Exercise 7.3, you will prove the following two properties:

(a) If Z, Z are random variables over ¥ with distributions p, ¢, respectively, then

T(p,q) = max (Pr(Z € S) - Pr(Z ¢ S)). (7.5)

(b) If Z and Z are as above and have a joint distribution then it holds that
T(p,q) < Pr(Z # 7). (7.6)

Eq. (7.6) is known as the coupling inequality. This is because, in probability theory, a joint
distribution of a given pair of marginal distributions is often called a coupling.

Then we have the following lemma, which shows that not only are correlations preserved in a
precise quantitative sense but that this in fact characterizes a reliable code!

Lemma 7.5. Let p € P(X) and E: X" — {0,1}%% D: {0, 1}l — 5" be an arbitrary pair of
functions. Then, (E, D) is an (n, R,J)-code for p if and only if

T(pxny,Pgny) <0

for any joint distribution pxny of random variables X1, ..., X, i p and Y, where p . denotes
the joint distribution of X™ = D(E(X")) and Y.
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Proof. (=): Using the coupling inequality Eq. (7.6) for Z = (X™,Y) and Z = (X", Y),
T(pscny, piny) < Pr(Z # Z) = Pr(X" 2 X7) <5,

where the last inequality is Eq. (7.3), using that (E, D) is by assumption an (n, R, §)-code.
(<): Choose Y = X™. Then,

Pr(X"#£X") =Pr(X"#Y)=Pr(X"#Y) —Pr(X" £Y) < T(pgny,Pxny) <6,
=0

where the first inequality is Eq. (7.5) for the event S = {(z",y) : 2™ # y}. O

7.3 Quantum codes and compression

We just saw that good codes are characterized by the property that they approximately preserve
all correlations. We will take this as the definition in the quantum case. Recall from Definition 4.15
that C(H 4, Hp) denotes the set of all quantum channels from Hy4 to Hp.

Definition 7.6 (Quantum code). An (n, R, d)-quantum code for p € D(H 4) is a pair of channels
£eC(HF", (PR and D e C((C)®R, 1)
such that
F(oanp,(Do&®Ip)oanp)) >1—46 (7.7)

for all finite-dimensional Hpg and states oanp € D(H%” ® Hp) such that oygn = p%".

Here we use the fidelity rather than the trace distance — otherwise Definition 7.6 is completely
analogous to the condition in Lemma 7.5. The following pictures illustrates the definition:

Ay N
Ay | (C2)®nE L,
OAnB £ : D ,";j OAn B
s. th. A,
T An = p%n —
B

Definition 7.6 is perhaps surprising and raises three immediate questions:

(1) What does the definition have to do with compression in the ‘ordinary’ sense of compressing
the output of a source?

(2) Is there any way to simplify the condition in Eq. (7.7) so that it no longer refers to infinitely
many options for ganp?

(3) What is the optimal rate of compression — is there an analog to Shannon’s theorem?

We will address these questions one after the other.

First, let us relate Definition 7.6 to compression of a source. In analogy to the discussion
in Lecture 6, we imagine that a quantum source emits states p, € D(H4) for z € ¥ according
to a known probability distribution p € P(X). We will further imagine the source to be
IID (or memoryless), which means that it emits states p;, ® -+ ® p,, according to the IID
distribution p(z™) = p(x1) - - - p(x,). What would it mean to compress such a quantum source?

Clearly, we would like to have
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xI::% %‘ﬁ Pz —] — Pz
Ny ® (C2)8LnE) ®
iid. . . £ - .
~D . . - ~ N

o0 A0 o —

on average or even with high probability. For example, we might like to show that

D pl@n) - p(@n) F(pey © - @ po,, DIElpay @ -+ @ py,]]) = 1 - 6. (7.8)

rneyn

This looks similar to Egs. (7.3) and (7.4), except that we are now happy to recover p;, @+ ® pz,
approximately (since we are dealing with quantum states it turns out that we cannot in general
hope for equality).

We will now show that Eq. (7.8) can indeed be achieved by using quantum codes. For this,
suppose that (£,D) is an (n, R, §)-quantum code for the average output state of the source, i.e.,

p="> p(x)ps-

TEX

Why does this help? To make use of Eq. (7.7), we need to construct a state that extends p®™.
We will consider the following state

Canxni= Y D) puy © - ® pa, @ [2") ("),
RSO

on D(HE" ® HY"), where Hx = C*. Both the state oqnxn and

(Do Ixn)loanxn] = Y p(a") DlE[ps, @+ @ py, ]| @ |2 (2"
znexn

are classical on the X"-system, with the same probability distribution. Thus,

Z p(xn) F(ﬂm K& pxnap[g[pm - ® pxn“) = F(UA"X"’ (D o& ®IX”)[UA”X"D >1-49,

rnexn

where the equality holds thanks to Exercise 5.12 (b) and the inequality is simply by Eq. (7.7) in
the definition of a quantum code, applied to the state o nxn.

Thus we have proved that Eq. (7.7) implies Eq. (7.8), meaning that a quantum code for p
can be used for compressing any quantum source with average output state p. In Exercise 7.7
you will show that in general the converse is not true. This makes sense, since Eq. (7.8) refers to
a single source, while we just proved that Eq. (7.7) ensures that any source with average output
state p can be compressed reliably.

We close this section with some warnings to avoid some common traps that one can fall into
when thinking about compressing quantum sources:

e In general, there is no relation between the number of states p, and the Hilbert space
dimension (i.e., in general |X| # dimH 4).
e The states p, for x € X need not be pure nor pairwise orthogonal.

e The p(z) need not be the eigenvalues of the average state p = Y p(x)ps.
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7.4 Channel fidelity

We now turn to the second question raised above — how can we check the condition in Eq. (7.7)
without having to consider all possible states o 4np? We start with a definition that abstracts
the situation.

Definition 7.7 (Channel fidelity). Given a channel T4 € C(Ha,H ) and a state p4, define the
channel fidelity as

F(n,pA) o= it {F(O‘AB, (7j4 ®IB)[UAB]) : Hp, oaB € D(HA & HB) such that o4 = PA}-

Given this definition, we can rephrase Eq. (7.7) in the definition of a quantum code as
F(Do&, p®) >1-4. (7.9)

Why is this progress? It turns out that we can always compute the channel fidelity by considering
an arbitrary purification.

Lemma 7.8. Let oap = |V ap)(Vap| be an arbitrary purification of pa. Then,

F(Ta,pa) = F(oaB, (Ta ®Ip)[oas)).

Proof. This follows readily from the fidelity’s monotonicity and invariance under isometries. [J

As a consequence we find a simple expression in terms of a Kraus representation.

Corollary 7.9. Let Ta[Ma]l =), XZ'MAX;r be a Kraus representation. Then,

F(Tarpa) = [>T Xipall*

Proof. Let oap = |V Ap)(¥ ap| be an arbitrary purification of p4. Then,

F(Ta,pa)® = F(oap. (Ta® Ip)[oas])”
= (Vap|(Ta @ Zp)[|Vap)(Yap|]|Vas)

= 3 (Va|(X: © I5) W) (Vap|(X] © I5) [ Wa5)

= > [ WaplXi © Ip|Wap) = >~ Tl Xipal

where we first used Lemma 7.8, then Eq. (4.11) to evaluate the fidelity, and finally the Kraus
representation of Ty. O

7.5 Schumacher’s theorem and typical subspaces

With the preceding theory in hand we shall now address the third and main question of today’s
lecture — what is the optimal rate of quantum compression? The following theorem due to
Schumacher gives a precise solution.
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Theorem 7.10 (Schumacher compression). Let p € D(H4) and § € (0,1). Then:

(a) If R > H(p) then there exists ng such that there exists an (n,R,d)-quantum code for
allm > ng.

(b) If R < H(p) then there exists ng such that no (n, R, §)-quantum codes exist for n > ng.

Just like Shannon’s theorem was proved using typical sets, we will prove Schumacher’s theorem
by using the closely related notion of a typical subspace.

Definition 7.11 (Typical subspace and projector). For p € D(H ), n € N, and € > 0, define the
typical subspace

Sn,e(p) =span {ley,) ® - ®ley,) : y" € The(a)},

where p = Zzzl q(y) |ey)(ey| is an eigendecomposition of p and d = dim H 4.
Moreover, we define the typical projector 11, .(p) as the orthogonal projection onto the typical
subspace Sy, <(p) C ’H%n. We will often abbreviate it by II,, ..

To motivate this definition, note that

P = alyn) - alyn) (legy) © - @ ley,)) ey, | @ - ® (ey,])

(7.10)
= ZQ(yl) o q(yn) ey ) ey | @ -+ @ ey, ) ey, |,

so we recognize that the eigenvalues of p®™ are precisely given by the IID probabilities q(y™) :=
q(y1) - - q(yn). It is useful to note that the typical projector is diagonal in the same basis, since

e = Z ey ) (ey | ® - @ [ey, ) (ey, |- (7.11)
y"€Tn,e(q)

In particular, I, . and p®" commute with each other. The following lemma summarizes the
most important properties of the typical subspaces.

Lemma 7.12 (Quantum Asymptotic Equipartition Property, QAEP). With notation as above,
the following properties hold:

(a) The nonzero eigenvalues of Iy, p®™1l, o = I, cp®™ = p®"11,, . are within 9—n(H(p)%e)
(b) rank L, . = dim Spo(p) = [Tae(q)] < 2MH@+e),

(¢c) Tr[l, p®"] > 1 — ;’Tz, where o2 is a constant that only depends on the eigenvalues of p.

Proof. These properties follow from the corresponding properties in Lemma 6.11. For property (b),
this is immediate. To prove the other properties, note that Eqs. (7.10) and (7.11) imply that

M ep® e = My ep® = pP'1l e = Z a(y") ley ) ey | @ -~ @ ley, ) (ey, |-
y"GTn,a(CI)

This is an eigendecomposition, so we obtain property (a) from the corresponding property in
Lemma 6.11. And since the preceding implies that

Tl cp® = > qy") =Pr(Y" € Tnc(q)),
Yy €Tn.(q)
where Y7,...,Y, 0 p, property (c) likewise follows from Lemma 6.11. O
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We now prove Schumacher’s theorem.

Proof of Theorem 7.10. To prove part (a), we start as in the proof of Shannon’s source coding
R-H(q) _ R—H(p)
2 2

theorem and choose ¢ =
of Lemma 7.12,

, which is € > 0 by assumption. Then, using part (b)

rank IT,, . < 2" (P)Fe) = gn(f=e) < olnR] — i ((C?)®I"R)); (7.12)

I

the final inequality holds for large enough n (e.g., if n > %) Eq. (7.12) implies that there exists
a linear map V: HG" — (C2)®"R such that

ViV =11,..

Indeed, we can simply set V = Z£1|wi><g0i|, where D = rankIl, ., {|¢;)}2, is a basis of the
typical subspace and {|1;)}2, some arbitrary set of orthonormal vectors in (C2)®"2. 1 Finally,
define the compressor and decompressor by

EM] = VMV + Te[VI — VIVMANI - ViV]a,
DIM] = VIMV + Te[\V/I - VVIMI - VVH] B,

where o and 8 are arbitrary states. Note that I — V1V and I — VVT are PSD (since Viv = IL, .
and VVT have the same nonzero eigenvalues and the former is a projection), so that the square
roots are well-defined PSD operators. It follows that £ and D are completely positive and it is also
easy to see that they are trace-preserving. Thus, we have defined channels & € C(HE", (C2)2LnEl)
and D € C((C?)®nRl g™,

It remains to verify Eq. (7.7) or, equivalently, Eq. (7.9). For this, note that & has a Kraus
representation that includes the operator V', and D has a Kraus representation that includes the
operator V1. By Exercise 5.3, this means that D o £ has a Kraus representation starting with
Viv = IL,, .. Hence, Corollary 7.9 implies that

F(Do&,p®") > |Te[VIV™)| = TofllL, .o

But now property (c) in Lemma 7.12 shows that the right-hand side is > 1 — ¢ if we choose n
sufficiently large. This concludes the proof of part (a).

We now prove part (b). Fix § € (0,1) and R < H(p). First, note that if P is an arbitrary
orthogonal projection of rank < 2" then

Te[Pp®"] = Te[PIL, %] + Te[P(I - IL,,.)p™"]
< Pl | TLoep®" oo + TY[(I — TL,,0)p®"]
——

<2nlt <9-n(H(p)—e) 1-Tr[II,, . p®7]
<277 4+ (1= Tx[IL, . p®")) (7.13)
if we choose ¢ = 22 2) —B Here we estimated the left-hand side term using the Holder inequality

for operators from Eq. (4.9) and the operator norm using property (a) in Lemma 7.12. For the
right-hand side term, we simply used that P < I and rewrote the result. In view of property (c)
in Lemma 7.12, the expression Eq. (7.13) converges to 0 as n — oo.

'For example, we can use V = Dyner, @ EW) ((ey | @+ @ (ey,]), where E: T, . — {0, 1}"E s an

arbitrary injective map and |E(y™)) denotes the standard basis vector in (C2)®@L"F)

corresponding to E(y") €
{0,1}®" 8],
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Now suppose that (£,D) is an (n, R, €)-code. If {X;} are Kraus operators for £ and {Y}}
are Kraus operators for D, then {Z;} = {Y;X;} are Kraus operators for Do £. Since X; €
L(HE™, (C?)®Ph]) it has necessarily rank < 27/, Thus the same is true for the Kraus operators
Zy of Do &. Finally, let Py denote the orthogonal projections onto the range of Z, so that the
rank of Py, is likewise < 2"%. We now evaluate the channel fidelity using Corollary 7.9 and obtain

F(Do&,p®m)? Zm Zip®"|? ZyTr [P Zp®") |

- Zm Zk\/p@m\/p@”Pk < T(Z{ Zp®") Tr[Pep®],

k
where the inequality is by the Cauchy-Schwarz inequality for operators [Eq. (4.8)]. Since Do € is

a quantum channel, it is trace-preserving, so >, Z;Zk = I by Lemma 5.5. This implies that
r(k) = Tr[Z;Lka@”] is a probability distribution. But then,

F(Do&,p")" < Z ) Te[Pep™"] < 277 + (1 = Tr[I cp™"])

by Eq. (7.13). By property (c¢) in Lemma 7.12, the right-hand side converges to 0 as n — oo.
As a consequence, F(D o &, p®") > 1 — § can only hold for finitely many n. In other words,
(n, R, d)-codes can only exist for finitely many values of n. O

7.6 Exercises

7.1 Operator logarithm: Compute the logarithm of the following matrix: (3 2).
Hint: Hadamard basis.

7.2 Operator logarithm: Verify the following properties:

(a) log(cl) =log(c)I for every ¢ > 0.
(b) log(Q ® R) =1log(Q) ® Ip + I4 ®log(R) for all positive definite Q € L(Ha), R € L(Hp).

(0) 108(2 sex; Pol) (2] © pa) = Sy 0B (p)|a)(a] @ I + 3yl (e] @ log(ps) for every
ensemble {p,, pz }zex of positive definite operators p, € D(Hp).

Warning: It is in general not true that log(QR) = log(Q) + log(R). Indeed, QR is in general
not even positive definite.

7.3 Trace distance of probability distributions: We defined the (normalized) trace distance
between two probability distributions p,q € P() by T(p,q) := 3 >, ex|p(z) — q(2)].

(a) Show that T(p,q) = T(p, ), where p = 3, p(x)|) (x| and & = 3, q()|z)al.
(b) Let X, Y be random variables with distributions p, ¢, respectively. Show that

T(p,q) = max (Pr(X € S) —Pr(Y € 9)).

Do you recognize this as the probability theory analog of a formula that you proved for
quantum states?

(c) Suppose X, Y are random variables as above and have a joint distribution. Use part (b)
to show that T'(p,q) < Pr(X #Y'). This beautiful inequality is known as the coupling
inequality.
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7.4

7.5

7.6

7.7

7.8

7.9

7.10

Measurements and trace distance: In this problem, you will revisit how to distinguish
quantum states by using measurements. Given states p,o € D(H) and a measurement
w: Q@ — PSD(H), let p,q € P(2) denote the corresponding probability distributions of
measurement outcomes.

(a) Prove that T'(p,q) < T'(p,0).
(b) Show that, for any p and o, there exists {2 and a measurement u such that equality holds.
Hint: Recall Helstrom’s theorem.

Typical subspaces: Consider the state p = 1[0)(0|+1|1)(1|+%[2)(2| on H = C3. Determine
the dimension of the typical subspace Sy, -(p) for n = 2 and arbitrary 0 < ¢ < %

On the definition of quantum codes: The definition of an (n, R, §)-quantum code in Def-
inition 7.6 was perhaps surprising. Why did we not simply demand that F'(D[E[p®™]], p®") >
1 — 67 Argue that such a definition would not correspond to a reliable compression protocol.
What is the probability theory analog of this condition?

Compression and correlations: Let p = > 5 p(z)p,, where p € P(X) is a probability
distribution and p, a state for each x € X. In class, we showed that if £ and D are channels
such that F(Do &, p®™) > 1 — § then

Zp(l‘l) e 'p(fvn)F(D[g[Pm ®"'®Pzn]]ap:r1 ®"'®pxn) >1-4.

Show that the converse is not necessarily true.
Hint: There are even counterexamples for n =1 and 6 = 0.

Non-monotonicity of the von Neumann entropy: Given a quantum state pap, we
write H(AB) for its entropy and H(A), H(B) for the entropies of its reduced states.

(a) Find a state pap such that H(AB) > H(B).
(b) Find a state pap such that H(AB) < H(B).

Thus, the von Neumann entropy does not satisfy the same monotonicity as the Shannon
entropy.

Subadditivity of the von Neumann entropy: Use Schumacher’s theorem to show that,
for all states pap,

H(A)+ H(B) > H(AB),

using the same notation as in Exercise 7.8. Thus, the von Neumann entropy is subadditive.

Hint: Fxercise 4.8.

Classical-quantum states and concavity: Given a probability distribution p € P(X)
and states p, € D(H) for 2 € X, we can consider the cq state pxp = > 5, p(2) [2) (x| ® ps
in D(Hx ® Hp), where Hx = C* and Hp = H. See Exercise 5.12.

(a) Show that H(XB) = H(p) + X e p(@) H(py).
(b) Conclude that H(XB) > H(X). When does equality hold?
(c) Show that the von Neumann entropy is a concave function on D(#H).

Hint: Fvaluate the subadditivity inequality from Exercise 7.9 for a classical-quantum state.
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7.11

7.12

Compression without error: In this problem you will study how well one can compress a
quantum state without making any error. Let us say that pg € D(H4) can be compressed
into n qubits if there exists a Hilbert space Hg of dimension < 2" and quantum channels
Ee€C(Ha, Hr) and D € C(Hg,Ha) such that (DE @ Ip)(cap) = oap for every register B
and o4B € D(HA & HB) with TI‘B(O'AB) = pA.

(a) Motivate briefly why we do not simply demand that D(E(pa)) = pa.
For any given state p, define the following quantity:
N(p) := [log(rank(p))| = min{n € Z : n > log(rank(p))}.

(b) Compute N(w), N(w®?), and N(w®3) for the completely mixed state w = I/3 € D(C?).
(c) Compute lim,_,o L N(p®") for a general state p € D(H4) as some simple function of
the state.

It turns out that N(p4) corresponds to the minimal number of qubits that ps can be
compressed into according to the above definition. To prove this, show the following facts:

(d) Show that if n > log(rank(pa)) then p4 can be compressed into n qubits.
(e) Show that if p4 can be compressed into n qubits then n > log(rank(pa)).

B Practice: In this problem, you can explore the properties of typical subspaces. Consider
the qubit state p = 3[0)(0| 4 3 [+)(-+|, where |+) = %(|0> + [1)).

(a) Compute the largest eigenvalue \ as well as the von Neumann entropy H(p) of p.
(b) Plot the following functions of k € {0,1,...,n} for n = 100 as well as for n = 1000:

aw = (1) =i (}). a0 = () art

(c) Plot the following functions of n € {1,...,1000} for ¢ = 0.1 as well as for £ = 0.01:
1 . @n
r(n) = - logdim S,, ., p(n) = Tr[I, p*"],

where 11, . denotes the orthogonal projection onto the typical subspace S, . of p.
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Lecture 8

Entropy and subsystems

Last week we discussed the definition of the von Neumann entropy, which generalizes the Shannon
entropy to quantum states, as well as the problem of compressing quantum information. The
main result was Schumacher’s theorem (Theorem 7.10), which states that the von Neumann
entropy is the ‘optimal’ compression rate.

Today we will discuss how the entropies of subsystems are related to the entropy of the overall
system. As you already saw in last week’s Exercise 7.9, these entropies are not independent but
constrained by entropy inequalities, and we will discuss several of those. Then we will introduce
the mutual information, which is a very useful correlation measure, and discuss its mathematical
properties.

8.1 Entropies of subsystems

To study the entropies of subsystems, it is useful to first introduce some notation.

Definition 8.1 (Entropy of subsystems). Given a quantum state pap, we define
H(AB), := H(pap), H(A),:=H(pa), H(B),:=H(pp).

We use analogous notation for more than two subsystems. We will very often leave out the
subscript and write H(AB), H(A), H(B) when the state is clear. In fact, we already introduced
and used this convention in Exercise 7.8, as well as for the Shannon entropy (Definition 6.4).

How are these entropies related? Let us first consider two very extreme cases:

e If pyp is pure then H(AB) = 0 and

The latter is often called the entanglement entropy of pap.

Proof. The former holds because the eigenvalues of a pure state are 1,0,...,0. The latter
follows from the Schmidt decomposition, which implies that p4 and pp have the same
nonzero eigenvalues (Corollary 2.21). O
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Definition 8.2 (Entanglement entropy). For a pure state, H(A) = H(B) is called the entangle-
ment entropy.

Note that Eq. (8.1) generalizes also to pure multi-partite states. For example, H(A) = H(BC),
H(B) = H(AC), and H(C) = H(AB) for any pure state on ABC. We will come back to
entanglement entropy in Lecture 12 and derive its operational interpretation in Theorem 12.5.

o If pap is a product state (equivalently, pap = pa ® pp) then H(AB) = H(A)+ H(B). We
say that the entropy is additive with respect to tensor products.

Proof. If p4 has eigenvalues (pz) #, and pp has eigenvalues (q]) B, then pap = pa ® pB
has eigenvalues (p;q;);,j. Thus,

sz% IOg - ZPZQJ 10g _ + ZPZQJ log —

_szlog——l—Zq]log— H(A)+ H(B). O

Next, we list some general properties. We first discuss the extent to which the subadditivity and
monotonicity properties of the Shannon entropy (see Lemma 6.5) generalize to the quantum case.

o Subadditivity:
H(A)+ H(B) > H(AB). (8.2)

Moreover, equality holds if and only if pap = pa ® pp. The term “subadditivity” means
that when the two systems are combined or “added” together, the entropy of the joint
system is generally smaller (“sub”) than the sum of the entropies of the two parts.

You proved this inequality in Exercise 7.9 and we discussed above that equality holds for
product states. Why does equality hold only for product states? We will prove this next
week.

e The von Neumann entropy is not monotonic. That is, in general, H(AB) # H(A) and
H(AB) # H(B). You discussed this in Exercise 7.8.

e However, for classical-quantum states pxp we do have the monotonicity inequalities
H(XB)> H(X) and H(XB)> H(B). (8.3)

You proved the first inequality in Exercise 7.10; the second will follow from Lemma 9.3.

o Araki-Lieb (or triangle) inequality:
H(AB) > |H(A) — H(B)|. (8.4)

We can think of Eq. (8.4) as a weaker form of monotonicity (not to be confused with
Eq. (8.6) below). Indeed, if H(AB) > H(A) and H(AB) > H(B) were true then these
would imply Eq. (8.4).

Proof. Choose any purification papc of pap. Then:

H(AB) = H(C) > H(BC) — H(B) = H(A) — H(B),
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where the first and last step hold since papc is pure [Eq. (8.1)] and the inequality is
subadditivity [Eq. (8.2)]. Likewise,

H(AB)=H(C)> H(AC) - H(A) = H(B) — H(A),
which proves the other half of Eq. (8.4). O

It turns out that there is a stronger variant of the subadditivity inequality which is very powerful:
e Strong subadditivity: For all papc, it holds that
H(AC)+ H(BC)> H(ABC)+ H(C). (8.5)

Clearly, this inequality reduces to Eq. (8.2) if there is no C' system, which justifies the
terminology. Eq. (8.5) is much harder to prove than Eq. (8.2) and we will not have time to
do this in the lecture (cf. the closely related monotonicity property of the quantum relative
entropy |[Eq. (9.6)] that we will discuss in Lecture 9).

o Weak monotonicity: For all papc, it holds that
H(AC)+ H(BC)> H(A)+ H(B). (8.6)

This inequality follows from Eq. (8.5) by using a purification — in the same way that
Eq. (8.4) follows from Eq. (8.2) — as you get to prove in Exercise 8.3. The name is justified
since if H(AC) > H(A) and H(BC) > H(B) were true then these would imply Eq. (8.6).

8.2 Mutual information

In this section we will discuss the mutual information, which is a useful way to quantify correlations
in quantum states.

Definition 8.3 (Mutual information). The mutual information of a quantum state pp is defined
as

I(A: B), = H(A), + H(B), — H(AB),. (8.7)

As for individual entropies, we will mostly leave the subscript out and write I(A : B) if the state
is clear.

We can use the same formula to define the mutual information I(X :Y"), of a joint probability
distribution. These definitions are of course compatible: If pxy =3,  p(z,y) |z, y)(z,y] is the
classical state corresponding to a joint distribution p(z,y) then I(X : Y), = I(X : Y),.

Example 8.4. Let us revisit the three states from Table 2.1 and compute their mutual information.

o Maximally entangled state:

1
PAB = |‘I’jB><‘DXB| = 5

_ o O -
S O O O
o O o o
= 9 9 =

where |®% ) = \%(!O@ +|11)). Note that H(A) = H(B) = 1 since pa = pp = 5(§ ) are
maximally mixed, and H(AB) = 0 since pap is pure. Hence, [(A: B)=1+1—-0=2.
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o Maximally correlated classical state:

pan = = (|00)(00] + |11)(11]) ,, = %

N =
= = =
O O O O
O O O O
= o O O

which corresponds to a pair of perfectly correlated uniformly random bits. In this case
pa=pp=3(49) are also maximally mixed, so again H(A) = H(B) = 1. However, this
time pap is not pure — its eigenvalues are (%, 0,0, %), which we easily see because pap is

diagonal, so H(AB) = 1. Hence, [(A: B)=1+1—-1=1.

o Two independent uniformly random bits:

1000

: ) 11010 0

pap = 5 (10001 + 1)), @ 51O+ =710 0 1 o
0001

Since pap = pa ® pp is a product state, its entropy is additive: H(AB) = H(A) + H(B),
which immediately implies that I(A : B) = H(A) + H(B) — H(AB) = 0. Alternatively,
we again observe that ps = pp = 3({9) so H(A) = H(B) = 1. However, this time the
eigenvalues of p4p are (}L, ‘—11, %, }1), which is easily seen since p4p is diagonal. This constitutes

a uniform distribution on two bits so H(AB) = 2. Hence, [(A: B)=1+1—-2=0.

We now list some useful properties, several of which follow directly from the results of Section 8.1:

e Nonnegativity: I(A: B) > 0. Moreover, I(A : B) =0 if and only if p4p is a product state
(i.e., paB = pa ® pp). This is a first indication that the mutual information is a useful
correlation measure.

Proof. This is simply a restatement of subadditivity [Eq. (8.2)], including the condition for
equality. O

o [nvariance under isometries: For any state pap and isometries V4_, 47, Wp_, g/, we have
I(A:B),=1(A": B'),,
where o4/ 1= (VA%A/ ® WBHB/)IOAB(V);_LAI & W;—>B’)'

Proof. This follows from the invariance of the von Neumann entropy under isometries (see
Lemma 7.2) once we recognize that o4 = VpaVT and o = WppWH. O

e Pure states: If pap is pure then I(A: B) = 2H(A) = 2H(B).
Proof. Recall that H(AB) =0 and H(A) = H(B) if pap is pure. O
e Upper bound: Let dg = dimH 4 and dg = dim Hp. Then,

I(A:B) <2min {H(A),H(B)} < 2logmin {d4,dp}. (8.8)
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For classical-quantum states pxp, we have the stronger upper bound
I(X :B) <min {H(X),H(B)} < logmin {dx,dp}. (8.9)

In particular, Eq. (8.9) holds for classical states and joint probability distributions. In
Exercises 8.6 and 8.7 you will investigate under which conditions the upper bounds in
Egs. (8.8) and (8.9) hold with equality.

Proof. The first inequality in Eq. (8.8) follows from the Araki-Lieb inequality [Eq. (8.4)].
Indeed, H(A) + H(B) — H(AB) = I(A: B) < 2H(A) is equivalent to H(AB) > H(B) —
H(A), and similarly for the other bound.

Similarly, the first bound in Eq. (8.9) is equivalent to the monotonicity inequalities in
Eq. (8.3). O

e Monotonicity: For all pacEg,
I(A:CE)>I(A: Q). (8.10)
(We label the subsystems ACE rather than ABC to avoid confusion in the below.)

Proof. This is simply a rewriting of strong subadditivity [Eq. (8.5)]. O

The latter property is equivalent to the following general result:

Lemma 8.5 (Data processing inequality). Let pap € D(HA®HB) be a state, Tg—,c € C(Hp, Hc)
a channel, and wac = (Za @ Tp—c)pa]. Then,

I(A:B),>I(A:C),.

By symmetry, a similar inequality holds if we apply a channel on A rather than on B.

The data processing inequality is very intuitive, as it states that we can never increase correlations
by acting locally. The following figure illustrates the situation:

B C
T

PAB = wAC
A

Clearly, Lemma 8.5 reduces to the monotonicity property of the mutual information (simply
choose B=CF and T = Trg).

Proof of Lemma 8.5. Any channel has a Stinespring representation Tp_,c[Mp] = Trg [VMpVT],
where V = Vp_,cp € L(Hp,Hc ® HE) is an isometry |Eq. (5.7) and Lemma 5.5]. Note that

wace = (14 ® Veoor)pap(la ® VB—>CE)T
is an extension of wac (i.e., Trplwace] = wac). As a consequence,
I(A:B),=1(A:CE), > I(A: ().,
using that the mutual information is invariant under isometries and monotonic. O

Next week we will discuss a nice application of the data processing inequality known as
Holevo’s Theorem (Theorem 9.4). It introduces a quantity that characterizes how much classical
information can be extracted from a quantum state. The same quantity also turns out to capture
the rate at which classical information can be transmitted through a quantum channel.
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8.3 Exercises

8.1

8.2

8.3

8.4

8.5

8.6

8.7

8.8

Computing entropy and mutual information: Let %4 = Hp = C? and consider the
following two-qubit state given with respect to the basis [00), |01), [10), |11):
4 0 0 4
10110
PAB=T1510 1 1 0
4 0 0 4

(a) Is pap pure or mixed?
(b) Compute the entropy H(AB).

Consider the three-qubit state |I'apc) = % (1000) + |111)).

(c) Compute the entropies H(A), H(B), and H(C).

(d) Compute the mutual information I(A : B).

(e) Give an example of a state pap which is separable and for which I(A : B), > 0. Justify
your answer.

Mutual information upper bound: Eq. (8.8) implies that I(A : B) < logda + logdp,
where dg = dimH 4 and dp = dim Hp. Give a simple proof of this fact without using the
Araki-Lieb inequality.

Weak monotonicity: Use a purification to deduce the weak monotonicity inequality
H(AC)+ H(BC) > H(A) + H(B) from the strong subadditivity inequality, and vice versa.

Strict concavity of the von Neumann entropy: In Exercise 7.10 you proved that H(p)
is a concave function of p € D(H). Revisit your proof and show that it is strictly concave
using the equality condition for the subadditivity inequality discussed today.

Equality condition for monotonicity: In Exercise 6.6, you proved that the Shannon
entropy (unlike the von Neumann entropy) satisfies the following monotonicity inequality:
H(XY) > H(X) for any probability distribution pxy. Show that equality holds if and only
if pxy (7,y) = px (%) f(y),y for a function f: Xx — Xy

This means that Y = f(X), i.e., the second random variable is a function of the first!

Classical mutual information: From Eq. (8.9), we know that I(X :Y) <logd for every
distribution pxy € P(Xx x ¥y) with |Xx| = |Zy| = d. Show that I(X : Y) = logd if and
only if pxy(z,y) = ééf(x),y for a bijection f: Xx — Xy . Such probability distributions pxy
are called mazimally correlated.

Hint: Exercise 8.5.

Quantum mutual information: From class, we know that I(A : B) < 2logd for every
state pap € D(Ha ® Hp) with Ha = Hp = C%. Show that I(A : B) = 2logd if and only if

is maximally entangled (Definition 3.5).

Hint: Inspect your solution to Fxercise 8.2.

Entropic uncertainty relation: Here you can prove another uncertainty relation. Let
pE D(CQ) and denote by pstq and ppaq the probability distributions of outcomes when
measuring p in the standard basis and Hadamard basis, respectively. You will show:

H(psta) + H(pHaa) = H(p) + 1 (8.11)
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8.9

8.10

(a) Why is it appropriate to call (8.11) an uncertainty relation?
(b) Find a state p for which the uncertainty relation is saturated (i.e., an equality).

To start, recall the Pauli matrices X = () and Z = (§ °)).

(c) Verify that 3(p+ ZpZ) = <<O|g‘0> <1|2‘1>) and deduce that H(psia) = H(3(p + ZpZ)).
(d) Show that, similarly, H(puaa) = H(3(p + XpX)). Hint: |£) is the eigenbasis of X.

Now consider the following three-qubit state,

1 1
1
wape =73 Y la)ala @ b){bls @ (X" 2°02°X")c,
a=0 b=0

where we denote X0 = I, X' = X, Z° = I, Z' = Z. Note that subsystems A & B are
classical.

(e) Show that H(ABC') = 24+ H (p). Use parts (c) and (d) to verify that H(AC) = 1+ H (pstd),
H(BC) =1+ H(pgad), and H(C) =1 in state wapc-

Hint: Use the formula for the entropy of classical-quantum states from Ezxercise 7.10.
(f) Use part (e) and the strong subadditivity inequality to deduce (8.11).

B Practice: Let |Vpc) € HA® Hp @ Ho = C° ® C? @ C? be a unit vector given by

1
Wapc) =Y crlk)a ® |Br) B ® i)
k=0

where (cg, c1, 2, c3,¢4) = (0.3,0.4,0.5,0.5,0.5) and

) = 5 (10 + e (P2 ) ). ) = Ik mod 3).

(a) Compute the mutual information I(A : B) of pap = Tre [|¥)(¥|apc].
(b) Let ® € C(Hp) be a quantum channel that acts on any M € L(Hp) as

1 1
(M) = 5 M + 3 XMX

where X = (9 }). Compute the mutual information I(A : B) of cap = (Za ® ®5)[pan].

Squashed entanglement: In this problem we consider the following quantity which is
called the squashed entanglement of a state pap:

. 1
B(A:B),:= , f 5(I(A . BR),, — I(A: R)w).
TrrlwaBR|=pAB

The infimum is over arbitary finite-dimensional Hilbert spaces Hp and quantum states wapgpr
such that Trr(wapr] = pap. We write E(A : B) if the state is clear from the context. Your
task is to prove a number of properties which indicate that F(A : B) is a useful measure of
the entanglement between systems A and B in state pap.

(a) Show that E(A: B) > 0 for all states pap.
(b) Show that E(A: B) < H(A), for all states pap.
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(c¢) Show that if o 4p is obtained by applying a channel B— B’ to pap then E(A: B'), <
E(A: B),.

(d) Show that E(A: B)+ E(A:C) < E(A: BQC) for all states papc:.

(e) Show that if pap is pure then E(A: B) = H(A).

(f) Show that if p4p is separable then E(A : B) = 0.
Hint: Any separable state can be written in the form pap =Y, pi pa; @ pp,; where pa;
and pp,; are pure. Can you find an extension wapr of pap that is classical on R?

8.11 Conditional entropy: Given a quantum state pap € D(H4 ® Hp), the quantity
H(A|B), = H(AB), - H(B),
is called the conditional entropy of A given B.

(a) Find a state pap such that H(A|B), < 0.

(b) Show that H(A|B), = —H(A|C), for any pure state papc.

(c) Show that H(A|BC), < H(A|B), for any state papc.

(d) Show that the conditional entropy is a concave function of the state pap.
Hint: Use part (c).

(e) Show H(A|B), > 0 for any separable state p4p.
Hint: Use part (d).
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Lecture 9

Holevo bound and relative entropy

Last week we discussed various entropic quantities in the quantum case and inequalities between
them. In particular, for a multipartite state p4pc one can consider the entropies of the reduced
states (e.g., H(AB) = H(pap) where pap = Tro[papc]) and the inequalities among them, such
as the strong subadditivity:

H(AB) + H(BC) > H(ABC) + H(B).

Strong subadditivity is equivalent to the monotonicity of the mutual information I(A : B) =
H(A)+ H(B) — H(AB), namely

I(A:B) <I(A:BC).
This in turn was equivalent to the data processing inequality for the mutual information:
I(A:B),>1(A:C), (9.1)

where wac = (Z4o ® Tp—c)[paB] is obtained by applying a channel Tp_,¢ on the B system of psp
Intuitively, processing quantum information locally can only decrease the mutual information.

9.1 Holevo bound

Assume we draw an element x € 3 with probability p,, record its value in a classical system X
with Hilbert space Hy = C*, and create an arbitrary state p, € D(Hp) associated to z in a
separate system B. Then the resulting classical-quantum (cq) state

pxp =Y pela)(e| ® ps € D(Hx © Hp) (9-2)

represents the ensemble {p,, p.} (see Exercise 5.12). To such an ensemble, or the corresponding
cq-state, we associate the so-called Holevo x-quantity.

Definition 9.1 (Holevo y-quantity). The Holevo x-quantity of an ensemble {p,, p,} is
X({pz, pz}) == I(X : B) = H(szpx) — > paH(pa),

where the mutual information is computed in the cg-state pxp =Y, vz |2) (2| ® pg.

To verify the second equality, use that H(XB) = H(p) + >, pzH(ps), as you proved in
Exercise 7.10 (a). The following lemma states upper and lower bounds on the Holevo quantity.
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Lemma 9.2. For any ensemble {p., p:} of states p, € D(Hp), we have

0 < X({P2s p2}) < H(prpx) <logdimHp.
x

Proof. The lower bound on the Holevo quantity holds since the mutual information is nonnegative.
The first upper bound follows by leaving out a nonnegative term (or by observing that it is
equivalent to H(X B) > H(X), which you proved in Exercise 7.10). The second one is clear. [

We also have the following upper bound, which you will prove in Exercise 9.3.

Lemma 9.3. For any ensemble {p, p.} of states p, € D(Hp), we have

X({pxa pm}) < H(p)

Morever, equality holds if and only if the states p, with p, > 0 have pairwise orthogonal image.

In terms of the cg-state corresponding to the ensemble, the upper bound in Lemma 9.3 can also
be written as H(XB) > H(B). This confirms our claim in Eq. (8.3).

Why is the Holevo y-quantity useful? For this, let us revisit the following fundamental
question: How much information can Alice communicate to Bob by sending a quantum state?
We will consider the following setup:

X [statel1 B A N
T prep. (I o | g ” e

Here, Alice has a classical message x € ¥ with distribution p € P(X) which she would like to
communicate to Bob. For this, she sends Bob a quantum state p, € D(Hp), and Bob applies a
measurement p: I' — PSD(#Hp). Using Born’s rule, we see that the joint distribution of Alice’s
random message X and Bob’s random measurement outcome Z on the set ¥ x I' is given by

p(x, 2) = p(x) Tr[pep(2)].

In Exercise 2.3, you proved the so-called Nayak bound: if € {0,1}"™ is chosen uniformly at
random and Hp = (C?)®" then Pr(X = Z) < 2" ™, i.e., we need to send n > m qubits to
communicate m bits reliably. But how about if the distribution of = is not uniform?

It turns out that there is a general useful bound on the mutual information I(X : Z) between
Alice’s message and Bob’s measurement result. This is the content of the following theorem:

’ Theorem 9.4 (Holevo). I(X : Z) < x({pz, pz}) for any ensemble {py, p=} and measurement .

Holevo’s theorem is a simple consequence of the data processing inequality (Lemma 8.5), which
in turn relies on the very nontrivial strong subadditivity inequality.

Proof. Let pxp be the cg-state from Eq. (9.2) that represents the ensemble {p,, p.}, let p: T' —
PSD(#H ) be an arbitrary measurement on system B, and let ®p_,z[0] := Y Trlopu(2)] [2)(2],
with output space Hz, be the quantum channel corresponding to . Then by the data processing
inequality for the mutual information, Eq. (9.1),

X({p$7p1’}) = I(X : B)p > I(X : Z)w

where
wxz = (Ix © ®poz)lpxp] = Y pala)(@| @ Blp) = Y plz,2)|z)(z] @ |2)(z]
€Y red,zell
is the resulting output state after the measurement. That was easy! O
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Here is a concrete consequence of the Holevo bound. In the situation above, when can Bob
exactly recover Alice’s message? That is, when is X = f(Z) for some function f? We know from
Exercise 8.5 that this is the case precisely when H(XZ) = H(Z), that is, when I(X : Z) = H(X).
But I(X : Z) < x({pz, pz}) < H(p) = H(X) by the Holevo bound and Lemma 9.3. Thus, Bob
can exactly recover Alice’s message only if x({pz,pz}) = H(p). (In Exercise 9.4 you can prove
that this is also sufficient.) But note that Lemma 9.3 also asserts that in this case the states p,
with p, > 0 have pairwise orthogonal image. Accordingly, dim Hg > |z € ¥ : p, > 0|. This
means that if we want to communicate m bits perfectly, we need to send at least m qubits, even
if the distribution of the messages is not uniform!

Remark 9.5. The above considerations are closely related to one of the most fundamental problems
in quantum information theory: Given access to a quantum channel N4_, g (which could, e.g.,
describe an optical fiber), what is the optimal rate at which we can use it to communicate
classical information? This rate is called the classical capacity of the channel. The Holevo-
Schumacher-Westmoreland theorem computes this capacity in terms of the Holevo quantity. To
state this result, note that for any ensemble of input states {p,, pa.} we get an ensemble of
output states {py, 0Bz}, where o, = Na,p[pas]. Let x(Na_p) denote the supremum of
X({Pz,0B4}) over all ensembles obtained in this way. Then the classical capacity of Na_,p is
given by lim,, %X(J\fg@i p)- Proving this result is out of scope for this introductory lecture,
but you can consult the books by Watrous or Wilde for details.

9.2 Relative entropy

Quantum relative entropy is a useful mathematical tool for analyzing the von Neumann entropy.
Let us first consider its classical version (also known as Kullback—Leibler divergence).

Definition 9.6 (Relative entropy). Let p,q € P(X) be probability distributions. The relative
entropy of p with respect to ¢ is

p(z) . _ . _
D(oll) = Y zex P(x) log o) if {x: q(x) =0} C {x: p(x) = 0}, (9.3)
(9] otherwise.
To make sense of the expression p(x)log % for all possible values of p(z), q(z) € [0, 1], recall

from p. 75 that lim,_,paloga = 0. So the expression is equal to 0 whenever p(z) = 0, and has
a finite non-zero value when both p(z) > 0 and ¢(z) > 0. The only problematic case is when
p(z) > 0 but ¢(x) = 0, in which case the value becomes infinite.

p() | q(x) | p(x)log &
= =0 0

=01] >0 0

>0| =0 9]

>0 >0 finite

The condition for when D(p||q) in Eq. (9.3) is finite can also be stated as Vz : g(x) = 0= p(z) =0
or equivalently as Vx : p(z) > 0 = ¢(x) > 0.
Here are some basic properties of the relative entropy:

e Nonnegativity: D(pl|lq) > 0, with equality iff p = q.

Proof. Without loss of generality, we assume that p(z) > 0 for all z. Note that Ina < a—1,
with equality iff a = 1.
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2 l-a In(a)

Since loga = }E—g,
D(pllg) = Zp (— log Zgi)
L o1 1%
> 2 (1565
== @p(x) X q<x>> ~0,
completing the proof. O

In statistics, functions with this property are known as divergences. A divergence is a
weaker notion than a distance since it does not need to be symmetric or obey the triangle
inequality. For example, the cost of a plane ticket from one destination to another is
generally a divergence but not a distance.

e Note that D(p||q) is not symmetric, i.e., generally D(p|lq) # D(q||p).

Let us consider two simple applications of the classical relative entropy. Let p,q € P(X) be
probability distributions and assume that ¢(z) = 1/|¥]| is uniform. Then

D(pllg) = > p(x)logp(z) — Y _ p(x)logq(x

A ISP

1
H(p) —log ok
implying that H(p) < log|X|, with equality if and only if p is uniform. We proved this already
in Item (b) of Lemma 6.3.
As another application, let pxy € P(X x I') be an arbitrary distribution and let ¢xy (x,y) =
px (x)py (y) be the product of its marginals (recall that the marginals are obtained by summing
over the remaining indices: px(z) = >_ s pxv(2,y) and py (y) = > s Pxv (z,y)). Then

D(pxyllaxy) = —H(pxy) = > pxv(x,y) log(px (x)py ()
zeX yel’
= —H(pxy) — Y _ px(2)logpx(x) = > py(y)logpy (y)
€Y yeD
= H(px) + H(py) — H(pxy)
=1(X :Y)pyy,

implying that I(X :Y),,, > 0, with equality if and only if pxy is a product distribution, i.e.,
pxy(x,y) = px(z)py (y) (that is, X and Y are independent).
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9.3 Quantum relative entropy

Now that we are familiar with the classical relative entropy, we can define the quantum version
by noting that p(z) log % = p(x)log p(x) — p(z) log ¢(x) and replacing probability distributions

by density matrices.

Definition 9.7 (Quantum relative entropy). Let p,o € D(#H) be quantum states. The quantum
relative entropy of p with respect to o is

D(pllo) =

Trplog p] — Tr[plogo] if ker o C ker p,
otherwise.

The interpretation here is similar to the classical case. Note that the first term is equal to —H(p)
so we only need to make sense of plogo in the second term. It is unambiguous how plogo
acts on (ker o) since log o there is well-defined. Assuming ker o C ker p, we can define plogo
as zero on kero. If this condition is not met, the expression becomes infinite just like in the
classical case. Note that the condition ker o C ker p is equivalent to im p C im o. For example,
D(10)0] || [4+){+]) = oo since span{|0)} € span{|+)}.

Here is a list of various properties of quantum relative entropy:

o Classical states: If p =73 p(x)|z)(z| and 0 = > ¢(x) |z)(x| then D(p|o) = D(p||q).

e Monotonicity: For any p,o € D(H) and any ® € C(H,H'):
D(pllo) = D(®[p][|®[o])- (9-4)

This property is very important and could well be called the “fundamental theorem of
quantum information theory” (it even implies the strong subadditivity inequality as we
will discuss below). Unfortunately, we will not have time to prove since it would require a
separate lecture (see p. 280 of Watrous’ book).

e Nonnegativity (Klein’s inequality):
D(pllo) = 0, (9.5)
with equality iff p = o.

Proof. Let p: @ — PSD(H) be a quantum measurement and denote by ® € C(#H, X') where
X = C% the quantum channel

] == 3 Trlu(e)w] |} al

z€Q

that implements the measurement p. Denote by p and ¢ the probability distributions
resulting from measuring p and o, respectively:

pla) := Trlu()p). 4() == Trlu(z)o].

Note that

®lp) =Y pla)|z)(al, ®lo] = q(x)|x) (x|

€ e
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are diagonal. By monotonicity,
D(pllo) = D(®[pll|®[o]) = D(pllq) = 0,

where we used the fact that the output states ®[p] and ®[o]| are diagonal to reduce to
the classical nonegativity inequality. For the equality condition, note that if p = ¢ then
D(pllo) = 0. To prove the converse, we can use Exercise 7.4 which shows that, for any p,o €
D(H), there exists a measurement whose output distributions p and ¢ on the two states
satisfy ||p — ¢l|1 = ||p — ol|1. In particular, if p # o then ||p — ¢||1 = ||p — |1 > 0, meaning
that p # ¢. Since the classical relative entropy is a divergence, D(p|lo) > D(p||q) > 0 by a
similar argument as above. Hence the quantum relative entropy is also a divergence. [

e Joint convexity: Let ¥ be a finite set, p € P(X) a probability distribution, and (pz)zex
and (0,)zex families of states in D(H).

DO pupell D p20w) < peD(pallow). (9-6)
zET z€S €Y
You will show this in Exercise 9.6.
e Just like in the classical case, D(pl||o) is not symmetric, i.e., generally D(p||o) # D(o||p).
Along the same lines as in the classical case, we can use the quantum relative entropy to quickly

derive some entropy inequalities we have seen earlier. Let p,o0 € D(C?) where o = I/d is the
maximally mixed state. You will show in Exercise 9.2 that

D(pllo) = logd — H(p), (9.7)

implying that H(p) < logd, with equality iff p = I/d is maximally mixed. We know this
already from Lemma 7.2. Next, let pap be a bipartite state with marginals ps = Trp pap and
pB = Trapap. You will show in Exercise 9.2 that

D(pagllpa® pB) = I(A: B)p,p, (9.8)

implying I(A : B),,, > 0, with equality iff pap = pa ® pp is a product state. Thus we recover
not only the subadditivity inequality but also characterize when equality holds. This proves a
claim made below Eq. (8.2) in Lecture 8.

We can also derive the monotonicity of the mutual information [Eq. (8.10)| from the mono-
tonicity of the relative entropy [Eq. (9.4)]. Namely, by choosing ® = Trg, we obtain

I(A:BE),, 5, = D(paBelpa ® ppe) > D(paBllpa ® pp) =1(A: B),,,.

As discussed last week, this inequality is in turn equivalent to strong subadditivity [Eq. (8.5)].
Finally, the Klein inequality [Eq. (9.5)] implies that entropy never decreases under basis
measurements:

Lemma 9.8. Let p € D(H) and let M[X]| =" s (x|X|z) |z) (x| denote the measurement channel
for an arbitrary orthonormal basis |x) of H. Then,

H(M]p]) = H(p),

with equality if and only if M[p] = p.

Proof. By the Klein inequality, we have
0 < D(p||M[p]) = —H(p) — Tr plog M[p] = —H (p) — Tr M[p]log M[p] = —H (p) + H(M|p]).

The second inequality holds as M|p| is diagonal in the basis |x). O
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9.4 Exercises

9.1

9.2

9.3

9.4

9.5

9.6

9.7

Relative entropy warmup:

(a) Compute the D(p|lo) for p = 3]0)(0] + 3[1)(1] and & = F[+)(+] + F|=-){~.
(b) Show that if p and o are both pure states then D(pl|lo) € {0, 00}.

From relative entropy to entropy and mutual information: Prove Egs. (9.7) and (9.8).
For Eq. (9.8) you may assume that pap, pa, pp are positive definite. Hint: Ezxercise 7.2.

Entropy and ensembles: The goal of this exercise is to prove Lemma 9.3. It is useful to
write X({ps, po}) < H(p) as H(Zx pm) < H(p) + >, pet (pa).

(a) First prove the lemma assuming each p, is a pure state, i.e., py = |[tz) (V]

Hint: Consider the pure state |Pxp) =), \/Dz|x) ® |z), and compare the entropy of
the X system before and after a standard basis measurement.
(b) Then use part (a) to prove the lemma for general p,.

Hint: Consider an ensemble obtained from the eigendecompositions of all the p,.

Holevo x-quantity: Alice wants to communicate a classical message to Bob by sending a
quantum state. She chooses one state p, € D(H) for each possible message x € ¥ that she
may want to send, and Bob chooses a measurement p: ¥ — PSD(H) that he uses to decode.

(a) Write down a formula for the probability that Bob successfully decodes the message if
the message is drawn according to an arbitrary probability distribution p € P(X).

In class, we used the Holevo bound to prove that if this probability is 100% then, necessarily,
the Holevo y-quantity of the ensemble {p., p,} must be equal to H(p).

(b) Show that this condition is also sufficient: If x({psz,pz}) = H(p) then there exists a
measurement p such that Bob decodes the message with 100% probability of success.

Entropy need not increase: Find a state p and a channel ® such that H(®[p]) < H(p).

Applications of monotonicity: Show the following two statements by using the mono-
tonicity of the quantum relative entropy:

(a) Entropy increase: If ® € C(H,H’) is a unital channel then we have H(®[p]) > H(p) for
any p € D(H). Recall that a channel is unital if ®[I] = Iy.
(b) Joint convexity: For any probability distribution (p,).ex and families of states (pz)zex

and (0z)zex in D(H), it holds that D(},cx Peprll Xpex Peoz) < 2 pex PeD(pallow).
You may assume that the operators p, and o, are positive definite.

Hint: In Ezxercise 7.2 you computed the logarithm of a cq-state.

Compressing ensembles: Consider an ensemble {p,, ps } zex of quantum states p, € D(H ).
We define an (n, R, d)-ensemble code to be a pair of channels

£ e CHE, (CHBE))  and D e C((CHPIE G
such that the following holds:

Z pw1"'pmnF(D[8[Pm ®"'®Pmn]]apx1 Q- ®Pwn) >1-0. (9.9)
znexn
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We say that an ensemble can be compressed at rate R if there exists a sequence of (n, R, d,)-
ensemble codes, one for each n € N, such that lim,,_, d,, = 0. By Schumacher’s theorem
and the discussion in Section 7.3, we know that we can compress an ensemble at any
rate R > H(p), where p = ) s, pzp.. However, in some cases one can do better. In part (d),
you will prove that the ensemble’s Holevo quantity is an ultimate lower bound on the rate.

(a) Under what condition is x({ps, p=}) equal to H(p)?
(b) Give an example of an ensemble {p,, p,} and of a corresponding (1, R, 0)-ensemble code
with R < H(p).

Now consider an arbitrary ensemble {p,, p. }, with cq state pxa = >, pz|z) (x| ® ps.
(c) Show that if oxnan = (Zxn @ (Do &))[p%4] for an (n, R, §)-ensemble code (€, D) then
1
R>—I(X":A"),.
n

Hint: Use the data processing inequality and an upper bound on the mutual information.
(d) Show that it is impossible to compress an ensemble {p;, p;} at a rate smaller than
X({pz, pz}). You may use without proof that, if pap and o4p are quantum states with

fidelity F(pap,oap) > 1 — 6, then
\I(A: B), — I(A: B),| < 2V5log(dim(H.4) dim(Hg)) + 3h(V3),

where h is the binary Shannon entropy.
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Lecture 10

LOCC and separable channels

In Lecture 3 we discussed entanglement — a notion that applies to quantum systems with at
least two subsystems, A and B. Recall from Definition 3.1 that a state pap € D(H4 @ Hp) is
entangled if it is not separable, and we call pap separable if

PAB = Zpi PAi Q PB
el
for some probability distribution (p;)ie; and states pa; € D(Ha) and pp; € D(Hp). Entangle-
ment is a synonym for “quantum correlations” — the correlations between subsystems A and B
that do not have classical origin. In particular, entanglement cannot be created or increased by
the following operations:

e local operations, such as unitary operations, isometries, measurement or, more generally, a
quantum channel applied to one of the subsystems (e.g., ® 4,4 or Vp_,p/);

e classical communication (exchanging classical messages between the two subsystems), which
can increase classical correlations but not quantum.

In contrast, global operations and quantum communication can create or increase entanglement.

We refer to the set of operations that include both Local Operations and Classical Communi-
cation as LOCC. LOCC plays a central role in quantum information theory. For example, we can
then think of entanglement as the resource that cannot be created (or increased) by LOCC. This
is a very useful perspective, in particular when it comes to comparing or measuring the amount
of entanglement in different states — if a state |¥ 4) can be converted to some other state |¥’; 5)
by LOCC then we know that |¥4p5) has at least as much entanglement as |V, 5), since LOCC
could not increase the entanglement. For another example, note that the teleportation protocol
discussed in Section 3.3 is nothing but an LOCC operation.

Right now our discussion has been somewhat informal. We will now make it more precise.

10.1 Instruments and LOCC channels

Before we can formally define LOCC, let us first introduce the most general type of operation
that produces a classical outcome as well as a leftover quantum state (you can think of this as
smashing together the notions of a quantum channel and a measurement).

Definition 10.1 (Instrument). An instrument is a collection of completely positive maps
{QA—)B,:L‘}xGQ C CP(H 4, Hp) such that erQ P € C(Ha,Hp)-
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What is the interpretation of an instrument? For this, let Hx = C®, and consider the
channel ® 4 ,px € C(Ha, Hp @ Hx) defined by

Caspx[Ma] =Y Paspe[Ma]®a)(z]x (VM4 € L(Ha)) (10.1)
€N
Note that for any state p4, the channel output ppx := P4, px|[pa] is classical on X. Indeed,
PBX = pr pBa ® |T) (2],
N
where

Q4B zpA]
Tr[®aspa(pal]’

pr = Tr[®Paspalpa]] and pp. =

In other words, ppx is the classical-quantum (cq) state corresponding to the ensemble {p,, pp »}.
It describes precisely the ensemble of post-measurement states obtained when performing a basis
measurement on X (Axioms 2.7 and 2.15). We can visualize the situation as follows:

(AR [ PBa
pA
{®s}

:)Jj

Note that if we trace over the X system, we obtain
Trxo®ypx = Z PA- B
e

which is an arbitrary quantum channel (by definition of an instrument!). On the other hand,
tracing over the B system gives

(Trpo®aspx)[Ma] = Y Tr[®a,po[Ma]l|2) (x| =D Tr[pa(x)Ma] lz)(z| (VMa € L(Ha)),
ze zEQ

where we have introduced the measurement

pa: Q= PSD(Ha), palx) = 5 [I5]. (10.2)

Thus, Trp o ® 4, p is precisely the measurement channel (4.29) corresponding to this measurement.
This makes it precise that an instrument combines the notions of a quantum channel and a
measurement.

It is clear that any combination of applying quantum channels and performing measurements
on subsystems can be described by an instrument. Moreover:

Lemma 10.2. Let Hx = C® for some finite set Q. If ®4_,px € C(Ha, Hp ® Hx) is a channel
such that ® 4, px[pal is classical on X for every state pa € D(Ha), then it has the form (10.1)
for an instrument {®a_,p 4 }zeq-

Thus, instruments are indeed the most general type of operation that produce a classical outcome
along with a quantum state. You can verify all claims above in Exercise 10.1.

We can now formally define the set of LOCC quantum channels that can be implemented
only by local operations and classical communication. The basic idea is the following: Suppose
Alice applies an instrument {®4_, 4’ » }zco and sends her classical measurement outcome z € €2
over to Bob. Bob then applies an arbitrary quantum channel ¥p_,p/ . to his system depending
on the value of z. We can visualize this as follows:
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Alice = Bob

A B
A A A’ A
{@.} {@:}
Alice T
T
or IRV
Bob 3
B B’
A’ B’

In the first picture time goes from left to right, as is usual in quantum circuits. In the second
picture it goes from top to bottom, which is often used in quantum communication protocols.
This is called a one-way LOCC channel from Alice to Bob, or a one-way right LOCC channel
(if we imagine Alice sitting to the left of Bob, as in the second figure). We can similarly define
one-way LOCC channels that go the other way around. A general LOCC channel is then a
composition of one-way LOCC channels of both types. We now define this formally:

Definition 10.3 (LOCC channels). A channel Zgp a5 € C(Ha @ Hp, Ha @ Hp) is called:

e one-way LOCC channel from Alice to Bob, or one-way right LOCC channel, if

EABoa'B = Z Pasa e ®VB LB 4,
€
for an instrument {® 44/ z }zco € CP(H A, Has) and channels ¥p_,p , € C(Hp, Hp).

o one-way LOCC channel from Bob to Alice, or one-way left LOCC channel, if it is of the
same form except that now {¥p_,p »}scq is an instrument and each ® 4, 4/, is a channel.

o LOCC channel if it is a composition of any number of one-way LOCC channels of either type.

We write LOCC(Ha:Hp, Ha :Hp) CC(Ha® Hp,Ha ® Hp) for the set of LOCC channels
defined as above. We also abbreviate LOCC(H 4:Hp) := LOCC(Ha:Hp, Ha:Hp).

Just like for separable states, the colon “” in the notation signifies how the systems are split
between the two parties. By definition, the set of LOCC channels is closed under composition.

Again it is instructive to observe that the teleportation protocol discussed in Section 3.3 is
nothing but one-way LOCC channel from Alice to Bob. In Exercise 10.4 you can explore another
example of an LOCC channel. In Exercise 10.5 you can show that the set of states that can be
created by LOCC (starting from any separable state, or from no state at all) are precisely the
separable states.

10.2 Separable channels and operators

Unfortunately, LOCC is very hard to deal with mathematically. Therefore we often relax it to a
somewhat larger class of operations known as separable operations or SepC:

Definition 10.4 (Separable maps and channels). A completely positive map Zap a4/ €
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CP(Ha®@Hp,Ha @ Hp) is called separable if it is of the form

EABoA'B = Z DPan,; @VpB,p i,
el
where ® 4,4/, € CP(Ha,Ha) and Vp_,p; € CP(Hp, Hp) for every i € I.
We denote the set of separable completely positive maps by SepCP(H 4:Hp, Ha :Hp), and
the set of separable channels by SepC(H 4 :Hp,Ha :Hp). Finally, we abbreviate SepCP(H 4 :
Hp) = SepCP(Ha:Hp,Ha:Hp) and SepC(Ha:Hp) = SepC(Ha:Hp, Ha:Hp).

By definition, the sets of separable completely positive maps and separable channels are related
as follows:

SepC(HA,’HB:’HA/,HB/) = SepCP(HA,HBZHA/,HB/) N C(HA Q@ Hp, Har ®HB/).

Clearly, any one-way LOCC channel is separable. Since the separable channels are also closed
under composition, it follows that the LOCC channels are a subset of the separable channels.
This is stated in the following lemma (which you will prove in Exercise 10.2) and corollary:

Lemma 10.5 (Composition of separable maps). If & € SepCP(H:Hp,Ha : Hp) and T €
SepCP(H ar: Hpr, Har :Hpr), then T o 2 € SepCP(Ha :Hp, Har:Hpr). The same holds if we
replace SepCP by SepC.

Corollary 10.6 (LOCC in separable). LOCC(Ha:Hp, Ha :Hp) C SepC(Ha:Hp, Ha :Hp).

We will now give two mathematical characterizations of separable maps. The first is in terms
of the Kraus representation, and you will it prove it in Exercise 10.3.

Lemma 10.7 (Kraus vs separable). Let Z € CP(HA®Hp, Ha@Hp'). Then, E is separable if and
only if it has a Kraus representation with Kraus operators of the form Y ®Z, where Y € L(H a, Har)
and Z € L(HB,HB/).

The second characterization is in terms of the Choi operator. Namely, a completely positive
map is separable if and only if the corresponding Choi operator is separable. Since the Choi
operator need not be a state, we first generalize the definition of separability from states to
arbitrary PSD operators:

Definition 10.8 (Separable operator). Let H4 and Hp be two Hilbert spaces. Then an operator
Myp € PSD(Ha ® Hp) is separable (between A and B) if

Map = Z Pa; ® QB (10.3)
il

for Py ; € PSD(H4), @B € PSD(Hp). We denote the set of separable operators by Sep(Ha:Hp).
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It is easy to see that the separable states (Definition 3.1) are just the separable operators that
are states:

SepD(Ha:Hp) =Sep(Ha:Hp) ND(HA @ Hp).

Then we have the following result:

Lemma 10.9 (Choi vs separable). Let = € CP(Ha @ Hp, Ha @ Hpr). Let
Jipap = Y lab)(@b| ® E[|ab)(@b|] € PSD(H ® Hp @ Ha @ Hp)
a,b,&,l;

denote its Choi operator, defined as in (5.1) with respect to a product basis {|a) ®|b)} of Ha@Hp.
Then, = is separable if and only if JEBA'B' is separable between AA' and BB'.!

Proof. If = is separable then by definition this means that we can write = = ), ®; ® ¥; for
completely positive maps ®; and ¥;. Then,

Tapap =, Y lab)(ab| ® (®; ® ¥;)]|ab)(ab]]
v a,b,a,b
=3 la)(al @ [b)(b] @ (B; @ ¥;)[|a) (@l  |b)(B]]
v a,b,a,b

D, v,

(2

where U is the unitary from the footnote. Since ®; and ¥; are completely positive, their Choi
states are PSD. Thus we recognize that JE pap 1S separable between AA" and BB'.

Conversely, suppose that JEB v 1s separable between AA” and BB'. This means that we
can write

Tipap = Y _lvi)(vil, where |v;) =U' (joi)an ®18:)55)

for suitable vectors |a;) € Ha ® Ha and |B;) € Hp ® Hp that need not be normalized. We
claim that = has a Kraus representation with Kraus operators of tensor product form, so that
Lemma 10.7 implies the claim. Indeed, recall from Eq. (5.9) in the proof of Theorem 5.3 that we
obtain a Kraus representation by defining the Kraus operators

Xi= Y {a,b,d,V|vi)|d,b)(a,b|

! K
a,b,a’ b

= Z (a, a’,b, b/‘ai ®/Bl> |alvb/><a7b’

N
a,b,a’ b

= [ Y (@, djai) [ al | ® [ D (b, 6/18:) [1')(0]

a,a’ bb/

This concludes the proof. ]

'This means that UJ5 g4 5 UT € Sep(Ha @ Har : Hp @ Hp), where U € UHa @ Hp @ Har @ Hpr, Ha ®
Ha ® Hp ® Hp/) interchanges systems B and A'.
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10.3 Entanglement rank

Presumably some entangled states are more entangled than others, however we do not yet have
any way of measuring this. The following definition provides a first (albeit somewhat rough) way
to quantify the amount of entanglement of a general state. The idea essentially is to extend the
notion of Schmidt rank to mixed states.

Recall from Theorem 2.20 that the Schmidt rank of |V4p) is the number of non-zero
coefficients in a Schmidt decomposition of |V 4p5). For pure states, this is a meaningful measure
of entanglement since the separable pure states are precisely those with Schmidt rank 1. We can
extend this notion to mixed states and indeed to general PSD operator by decomposing a given
operator as a sum of (unnormalized) pure states with as small Schmidt rank as possible:

Definition 10.10 (Entanglement rank). For any integer r» > 1, we define Ent,.(H 4:Hp) as the
set of operators Map € PSD(H4 ® Hp) such that we can write

Map =) |Vap,i)(¥asil,
i€l

where each |V ap;) € Ha ® Hp is a vector of Schmidt rank at most r. The entanglement rank
of M ap is by definition the smallest integer » > 1 such that Mup € Ent,(Ha:Hp).

Equivalently, Ent,.(H4: Hp) is the convex cone generated by the pure states in D(H 4 ® Hp).

For pure states, the entanglement rank coincides with the Schmidt rank since the decomposi-
tion consists only of a single term (if we combine all terms that are proportional to each other).
Note that larger entanglement rank corresponds to more entanglement since

Sep(Ha:Hp) =Ent;(Ha:Hp) C Ento(Ha:Hp) C ... CEnty(Ha:Hp) = PSD(HA ® Hp),

where d = min(dim H 4,dim Hp). All inclusions are strict. Moreover, all these sets are convex
cones. Indeed, Ent, is the convex cone spanned by the pure states of Schmidt rank at most r.

Entanglement rank is only a rough measure of entanglement, since it only takes on integer
values, r € {1,...,n}. However, it is still meaningful. Indeed, the next theorem shows that
separable channels cannot increase the entanglement rank (in particular, they cannot create
entangled states out of separable ones).

Theorem 10.11 (Separable maps cannot increase entanglement rank). If = € SepCP(H 4
Hp, Ha:Hp) and M € Ent,.(Ha:Hp), then E[M] € Ent,(Ha :Hp).

Proof. Clearly we may assume that M = [V 4p5)(Vap|, where [V ap) = > %, sjlej) @|f;). Recall
from Lemma 10.7 that there exists Kraus representation with Kraus operators {Y; ® Z;}. Then,

[1]

M] = 52048 2| ap(Vapl (¥ 21 = 30w ) (Wl

%

where

r

‘\I’A’B’,i> = ZSjE’€j> ® Z7,|f]> S HA/ ® HB/-
7=1

While this need not be a Schmidt decomposition, the fact that there are at most r summands
implies at once that each |¥ 4 p/ ;) has Schmidt rank at most r. Thus, Z[M] has entanglement
rank at most r. O
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As a special case of this theorem, we see that the set of separable operators is preserved by
separable maps:

Corollary 10.12 (Separable maps preserve separability). If = € SepCP(Ha:Hp, Ha :Hp') and
M € Sep(Ha:Hg), then E[M] € Sep(Ha : Hp).

In particular, LOCC channels cannot increase the entanglement rank and preserve separability.

10.4 Separable and LOCC measurements

It is often useful to consider measurements that are either separable or LOCC. Imagine that Alice
and Bob share a state pap . selected from some set of states, and they want to determine which
state it is. However they cannot exchange any quantum information but can communication
only classically. This corresponds precisely to LOCC channels where at the end both Alice and
Bob are left with a classical result (namely, their guess = for what state they started with). In
this context, it is interesting to compare how well LOCC performs compared to the slightly
more general separable operations. Since quantum-to-classical channels are precisely given by
measurements, we can also use the language of measurements to study this problem:

Definition 10.13 (LOCC and separable measurements). Let pap: Q2 — PSD(H4 ® Hp) be
a measurement. We say that pap is an LOCC measurement if the corresponding quantum-to-
classical channel ® € C(H4 ® Hp, Hx ® Hy) defined by

O[Map) = Y Tr[pap(2)Map] |2){2lx ® |2){zly  (VMap € L(Ha ® Hp))
zeN

is in LOCC(HA:Hp, Hx :Hy). Here, Hx = Hy = C®. Similarly, we say pap is a separable
measurement if ® € SepC(Ha:Hp, Hx:Hy).

In other words, LOCC measurements are in one-to-one correspondence with the quantum-to-
classical LOCC channels where Alice’s output and Bob’s output are perfectly correlated (are the
same). The following figure illustrates the condition that pap is LOCC:

Alice = Bob )
Alice = Bob
A \ \ B
A B
A _
UAB LOCC
ﬂ z €
X Y
X l j % i) i)
z z

In Exercises 10.6 and 10.9 you can design LOCC measurements that distinguish various (pure)
quantum states.

While it is again difficult to characterize LOCC measurements, there is a clean criterion for
verifying when a measurement is separable. You can prove this in Exercise 10.7.

Lemma 10.14. Let pap: Q@ — PSD(H4 ® Hp) be a measurement. Then, pap is separable if
and only if uap(z) is separable for all z € Q.
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Above it did not matter whether Alice, Bob, or both of them (like in the definition) end up
with the measurement outcome, since we can always by LOCC communicate the measurement
outcome from one party to the other. We can also define one-way LOCC measurements. Here one
party first performs a measurement, sends the outcome to the second party, who then adaptively
performs another measurement that depends on the received value. The result of such a one-way
LOCC measurement is by definition the outcome of this second measurement. We now define
this formally:

Definition 10.15 (One-way LOCC measurements). A measurement pap: @ — PSD(Ha ® Hp)
is called a one-way LOCC measurement from Alice to Bob, or one-way right LOCC measurement,
if it is of the form

pas(y) = > va(z) @ 1p4(y)
zel

where I is some arbitrary finite set, v4: I' = PSD(#4) a measurement, and 7p 5 : @ — PSD(Hp)
is a measurement for every z € I'.

Similarly, puap is called a one-way LOCC measurement from Bob to Alice, or one-way left
LOCC measurement, if it is of the form

pag(@) = vay(z) @ 7p(y)
yel

where T' is again some arbitrary finite set, but now mp: I' = PSD(#p) is a single measurement,
and v4,: Q2 — PSD(H4) is a measurement for every y € I'.

We can visualize the two types of one-way LOCC measurements as follows:

Alice = Bob Alice = Bob
A B A B
(A (A
VA TB
zel J A and A yel
TB,x VAy
y e r e

Remark 10.16. We can also define one-way LOCC measurements as in Definition 10.13. For
example, a measurement pap: Q — PSD(H 4 ® Hp) is one-way right LOCC if and only if the
channel

®apoxy[Map] = Y Trluap(2)Map] [0)(0lx ® |2)(zly  (VMap € L(Ha ® Hp))
2€Q

is one-way right LOCC, where Hx = C and Hy = C®. Note that unlike in Definition 10.13, only
one side (the “receiver”) ends up with the measurement result. This is very natural in view of the
asymmetric nature of one-way LOCC. Equivalently, one-way LOCC measurements correspond
to quantum-to-classical one-way LOCC channels where the ‘sender’ only has a one-dimensional
output system (equivalently, no output at all). Can you see why the above claims are true?
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While one-way LOCC measurements may seem rather limited, they can perfectly discriminate
any two orthogonal pure bipartite states, even if the states are entangled:

Theorem 10.17 (Perfect one-way LOCC measurement for discriminating orthogonal pure states).
For any pair of orthogonal pure states pap s = |YaBz)(YaBz| (i-e., (Yapo|Vap1) =0), there is
a one-way LOCC measurement pap: {0,1} — PSD(Ha ® Hp) such that Tr{pap(x)paB,y) = 0zy-

This theorem has a nice proof that is not too complicated, but we will not prove it the class. It
is quite surprising, since it shows that LOCC measurements are as good as global measurements
for the task of discriminating pairs of orthogonal pure states.

Consider the following four (!) orthonormal product states:

Wap1) =0)®10), |[Vapo)=[0)®@][1), [Vaps)=[1)®@|+), [Vaps)=][1)®][-)

where |+) = (]0) & [1))/v/2. They are visualized by the left-hand tiles in the following picture:

Al Alice
. lcel 0 1 2
2 +
1 +
Bob + B-to-A Bob 1
0 one-way +
LOCC 0 4

In Exercise 10.9 you will show that these four states can be perfectly discriminated by a separable
measurement or a one-way LOCC measurement from Alice to Bob, but not by a one-way LOCC
measurement from Bob to Alice. Hence, as illustrated in the above diagram, the corresponding
measurement is in LOCC but not in one-way LOCC from Bob to Alice. Using the same idea,
one can come up with a slightly more complicated set of orthogonal product states in C* @ C3
that cannot be perfectly discriminated by LOCC, even with two-way communication. However,
the states can still be distinguished by a separable measurement. This shows that separable
measurements are strictly more powerful than LOCC.

10.5 Exercises
10.1 Instruments:

(a) Verify that Eq. (10.1) defines a quantum channel.
(b) Verify that Eq. (10.2) defines a measurement.
(c¢) Prove Lemma 10.2.

10.2 Composition of separable maps: Prove Lemma 10.5.
10.3 Kraus representation of separable maps: Prove Lemma 10.7.

10.4 LOCC: Show that the following process can be implemented by an LOCC channel. Alice
starts with a quantum system A and Bob with a quantum system B. Let (z,y) be drawn from
an arbitrary probability distribution p € P(Xx x ¥y). Then Alice applies a channel ®4_, 4/ ,
on her system and Bob applies a channel ¥p_, g/, on his system.
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10.5 LOCC vs separable: Suppose Alice and Bob start out with an arbitrary separable state.?

Show that the states they can create by LOCC are precisely the separable states.

10.6 Discriminating Bell states by LOCC: Recall the four Bell states from Eq. (3.4). Assume

that Alice holds the first qubit of a Bell state and Bob holds the second qubit.

(a) Find an LOCC protocol that can perfectly discriminate between |®(°0) and |®(19)),
(b) Find an LOCC protocol that can perfectly discriminate between |®(°0) and [®(O1),

10.7 Separable measurements: Prove Lemma 10.14.

10.8 Separable measurements: Let {|Vp;)} be an arbitrary orthonormal basis of H4 ® Hp.

Show that the basis vectors can be perfectly distinguished by a separable measurement if
and only if the basis consists of product states.

10.9 One-way LOCC struggle: Suppose Alice the first qubit and Bob holds the second qubit

of a two-qubit system initialized in one of the following four states:

|Wap,1) =10) ®10),
|Wap,2) = 10) ® 1),
|Wap3) = 1) @[+),
Wapa) = 1) ®|-).

(a) Find a separable measurement that perfectly distinguishes the above four states.

(b) Find a one-way LOCC measurement from Alice to Bob that perfectly distinguishes the
above four states.

(¢) Show that there is no one-way LOCC measurement from Bob to Alice that can perfectly
determine which of the four states they share.

10.10 Operations on PPT states: Suppose p4p is an arbitrary state with positive semidefinite

10.11

partial transpose (Exercise 3.7).

(a) Show that if E4p5_, 4/ is a separable channel then the partial transpose of the state
warp = ZAp A |pap| is again positive semidefinite.
(b) Show that it is not possible to transform p4p into a maximally entangled state by LOCC.

Entanglement-breaking channels: Recall that the completely dephasing channel A €
C(Hp) for Hp = C* is defined as

AY) =Y (alYla)-la){a] VY € L(Hp).
acy

We say that a channel U € C(Hp, Hco) is classical-to-quantum if ¥ = ¥ o A.

(a) Show that any classical-to-quantum channel ¥ € C(Hpg, H¢) is of the form

V(Y) =) (alYla)- o,

acy

for some states o, € D(Hc¢).

2For example, they could start out with no quantum systems at all. This would be modeled by the trivial

Hilbert spaces Ha = C and Hp = C, and the (unique) state pap € D(Ha ® Hp) = D(C® C) = D(C) = {1},
where I denotes the identity operator on C.
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Similarly, we say that a channel ® € C(H 4, Hp) is quantum-to-classical if & = A o ®.

(b) Show that any quantum-to-classical channel ® € C(H 4, Hp) is of the form

$(X) = 3" Tr(u(@)X) - a) al.

a€d

for some measurement p: ¥ — PSD(H 4).

Hint: Consider a Kraus representation of ®.

Finally, we say that a channel © € C(H 4, H¢) is entanglement-breaking if, for every register R
and state ppa € D(R ® Ha), the state (Zgp ® ©)(pra) € D(R ® H¢) is separable. Recall
that an operator Mxy € PSD(Hx @ Hy) is separable if

Mxy = ZPXJ' &® QY,i (10.4)

for some Px; € PSD(Hx), Qv € PSD(Hy).

(c) Show that the completely dephasing channel A € C(Hp) is entanglement-breaking.
Conclude that any quantum-to-classical channel ® € C(H4,Hp) and any classical-to-
quantum channel ¥ € C(Hp, Hc) is also entanglement-breaking.

(d) Show that the Choi matrix of any entanglement-breaking channel © € C(H 4, H¢) is a
separable operator.

(e) Using part (d), show that any entanglement-breaking channel © € C(H 4, H¢) has a
Kraus representation such that all Kraus operators have rank 1.

(f) Using part (e), show that any entanglement-breaking channel © € C(H 4, Hc) can be
written as © = ¥ o @, where ® € C(H, Hp) is quantum-to-classical, ¥ € C(Hp, Hc¢)
classical-to-quantum, and B a suitable register.
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Lecture 11

Majorization and Nielsen’s theorem

Last week we looked at LOCC and separable channels as well as measurements. While separable
maps are easier to define and work with mathematically, LOCC is more important from physical
and operational perspective. Recall that LOCC is a subset of separable maps.

In this class, we will look at a different problem. Instead of trying to discriminate states
by an LOCC measurement, we will try to perfectly convert one state into another. You can
think of the discrimination problem as a special case of this, since a measurement effectively
converts given states to different standard basis states. The general problem of converting one
arbitrary set of states to another by LOCC is complicated, so we will only consider the case
of converting a single pure state to another pure state. The answer to this problem is known,
nontrivial, and closely tied with the notion of majorization. Thus we first need to learn the basics
of majorization.

11.1 Wealth inequality and majorization

The concept of majorization is most intuitive in the context it was first introduced, namely as a
way to measure wealth inequality. It is convenient to describe the distribution of wealth by a
probability distribution p where p(i) is the fraction of wealth owned by person i € {1,...,n}.
Alternatively, you can think of the total wealth as being normalized to 1 and p(4) simply denoting
the wealth of person i. You can depict the distribution p as follows:

1
p(i) >0
Fraction n
of wealth . p(i) =1
0
1 7 n

Person

Given two probability distributions p and ¢, how can we tell which one corresponds to a
“more equal” distribution of wealth? Clearly, p = (1,0,...,0) is the least equal distribution of
wealth and ¢ = (%, %, e %) is the most equal. How about the rest and how can we compare
two distributions?

One way to compare wealth distributions is by considering the fraction of wealth owned by the

richest. More specifically, let us plot the cumulative wealth of the richest fraction of the population.
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For this, we need to sort the probability distribution p so that p(1) > p(2) > --- > p(n), and let
fp(k) = Zle p(i) be the total wealth of the k richest people. We can try to compare different
wealth distributions p by plotting the corresponding cumulative wealth function f:

completely unequal quite unequal
R e
| | | | |
| | | |
WA y.Aaw
Fraction oo
of wealth VA somewhat
VAR equal
b
S equal
0 &
0 1

Richest fraction
of population

If f, lies completely below f, then the distribution ¢ is “more equal” (has less “wealth inequality”)
than p. We will denote this by ¢ < p. In the following we define the relation “<” precisely and
for arbitrary real vectors, not just for probability distributions.

Definition 11.1 (Majorization). Let z,y € R™. Then we write = < y if and only if

k k n n
Zm%ﬁZyi (VkEe{1,...,n—1}) and in=2yi.
i=1 i=1 i=1 i=1

Here 2+ € R™ denotes the vector with the same entries as z € R™, but sorted nonincreasingly, i.e.,
a:% > 2> m% We say that y majorizes x or that x is majorized by y.

As mentioned above, < y intuitively means that x is “more equal” (has less “wealth inequality”)
than y, meaning that if we plot the cumulative distributions in a graph as above then the
cumulative distribution f; lies completely below f,.

Note that majorization does not depend on the order of the vectors’ entries (so it is really
a property of two multisets of numbers). When restricted to probability distributions, we do
not need to check the last condition since the entries automatically sum to one. Note that in
general neither x <y nor y < x (Exercise 11.1). In terms of the picture above, this means that
two cumulative wealth functions can intersect. You will derive other equivalent conditions for
majorization in Exercise 11.2.

One obvious way to increase equality is to take from the rich and give to the poor. Let us
call this a Robin Hood move. Mathematically, it is described by the following 2 x 2 matrix, which
should be applied to the corresponding two entries of the distribution:

A 1—A
A)\—)\I+(1—>\)X—<1_)\ A >,

for some A € [0,1]. If A € (0,1), applying this to the wealth of two individuals always has the
effect of decreasing the gap between their wealth because the new values are convex combinations
of the old ones':

"When X > 1/2, the roles of the two individuals in terms of their richness are swapped.
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1 -

q=Axp

Since each Robin Hood move has the effect of pushing one point of the corresponding cumulative
curve downwards, any sequence of Robin Hood moves on a wealth distribution makes the
distribution more equal. Note that the overall transformation implemented by such a sequence
amounts to a convex combination of permutations and hence belongs to a class of transformations
known as “doubly stochastic” matrices. We define these next.

Definition 11.2 (Doubly stochastic matrices). Let A € R"*". We say that A is stochastic if
its columns are probability distributions. It is called doubly stochastic if both A and AT are
stochastic, that is, if its rows as well as columns are probability distributions. In other words, A
is doubly stochastic if its entries are nonnegative and all row and column sums are equal to one:

e A;jj >0foralli,je{l,...,n},

o >t Ay =1forallie{1,...,n},

o > A j=1forall je{l,...,n}.

We already know stochastic matrices under the name classical channel. Indeed, we saw in
Section 4.3 that they are the most general linear transformations that map probability distributions
to probability distributions.

How about the doubly stochastic matrices? To get some intuition, note that permutation
matrices are doubly stochastic matrices:

Definition 11.3 (Permutation matrices). For any permutation 7w € S,,, the permutation matriz Py
is defined as the matrix with entries (Pr);; = 0; x(;) for all 4, j. That is, Pr = >0, [7(5))(j]-

It is easy to see that the permutation matrices are the doubly stochastic matrices with all entries
in {0,1}. One can also show that they are the stochastic matrices that have a stochastic inverse,
i.e., the classical channels that have an inverse channel.

Another example are the Robin Hood matrices, which we now define formally.

Definition 11.4 (Robin Hood matrices). A Robin Hood matriz is a matrix of the form

A+ (1- AP,

where A € [0,1] and 7 is a transposition, i.e., a permutation that fixes all but two elements.

The product of two permutation matrices is another permutation matrix. Moreover, they are
closed under taking inverses. Doubly stochastic matrices are in general not invertible, e.g., note
that %(% %) is doubly stochastic (in fact, a Robin Hood matrix) but not invertible. However,
they are still closed under composition:

’ Lemma 11.5. If A, B are doubly stochastic n X n matrices, then so is AB.

Proof. The entries of AB are clearly nonnegative. Thus it suffices to verify its row and column

sums: Indeed, for all i € {1,...,n} we can compute the corresponding row sum as
n n n n
> (ARG = 303 AwBiy = Y Ak By =D Aw =1
j=1 j=1 k=1 k=1  j=1 k=1
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A similar calculation shows that the column sums are all equal to one. ]

It is true that any doubly stochastic matrix can be written as a finite product of Robin Hood
matrices, but we will not need this here.

The set of doubly stochastic matrices is compact and convex. In fact, the set of n x n doubly
stochastic matrices is convex polytope, since it is defined by a finite number of linear equations
and inequalities. Equivalently, it is the convex hull of finitely many extreme points, called the
vertices of the polytope. These vertices are precisely the permutation matrices, as we show in
the proof of the following theorem.

Theorem 11.6 (Birkhoff-von Neumann). A matriz A € R™*"™ is doubly stochastic if and only if
there exists a probability distribution (qr)recs, on the set of permutations Sy such that

A= " ¢ Pr. (11.1)

ﬂ'ES’n

Proof. Let DS,, denote the set of doubly stochastic n x n matrices. Since DS,, is convex and
contains the permutation matrices, any matrix of the form (11.1) is contained in it.

To show that, conversely, any element in DS,, can be written in this form, it suffices to
argue that the vertices of DS,, are the permutation matrices. For this we use some basic convex
geometry. We start by noting that the space of matrices A € R™*" has dimension n?. If we add
the constraints that all row and column sums are equal to one, then A is restricted to an affine
subspace of dimensions at least n? — (2n — 1) = (n — 1)2, since there is at least one redundancy
in these constraints (since >, >, Aij = >, >, Aij). Thus if A € R™" is a vertex of DS,, then
at least (n — 1)? of the inequalities A;; > 0 have to hold with equality. That is, the matrix A
has at least (n — 1)? zero entries. Since (n — 1) > n(n — 2), it follows that there must exist
some ¢* such that the ¢*-th row contains n — 1 zero entries. Since the row sums are equal to one,
it follows that there exists j* such that A;«;+ = 1. Now let A’ denote the matrix obtained by
deleting the ¢*-th row and the j*-th column. It is not hard to verify that A’ € DS,,_1 and indeed
an extreme point. By induction we find that A’ and hence A is a permutation matrix. O

We now show that majorization is intimately connected to doubly stochasticity. Not only is
the output of a doubly stochastic matrix majorized by the input, but the converse is also true:

Theorem 11.7 (Hardy-Littlewood-Polya). Let z,y € R™. Then, x < y if and only if there exists
a doubly stochastic matriz A such that x = Ay. Moreover, A can be taken to be a product of
Robin Hood matrices.

Proof. For either direction we may without loss of generality assume that 1 > x9 > -+ >
and y; > y2 > -+ > y,. (Can you see why this is true?)

First suppose that z = Ay for a doubly stochastic matrix A. Then, we have, for any k €
{1,...,n — 1}, that

k k n n
D= > Ay = pivi,
i=1 =1

i=1 j=1

where we defined p; := Y% | A;;. Note that p; € [0,1] and DDy = Sk >y Aij =k,
since A is doubly stochastic. Thus,

k k k n n
Syi=d wi=> ui— > pivi—uk | k=D _p
j=1 i=1 j=1 j=1 j=1
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k
=Y Wi—ww)—p)+ > pj (ye—y;) >0.
—y —— —— el ——
J >0 >0 J >0 >0

Since also Y7, @ = 3 1y Ay = > 7y y; we conclude that z < y.

Now suppose that < y and = # y (since otherwise we are done). We would like to construct
a doubly stochastic matrix A such that x = Ay. Suppose that x and y differ in § > 0 entries.
We claim that there exists a Robin Hood matrix A such that  and z := Ay differ in less than §
entries and, moreover, x < z. Then the result will follow by induction and Lemma 11.5. To prove
the claim, let a be the largest index such that xz, < y,, and let b be the smallest index larger
than a such that z; > y, (such an index always exists, since x < y implies that x;, > y; for the
largest index b such that xp # yp). Thus we have:

Yg > Tg = Tp > Yp-
We now apply the Robin Hood matrix

A=\ +(1- NP,

where 7 = (ab) is the transposition that exchanges a and b, A :=1 — yaiyb, and € := min(y, —

Za,Tp — Yp). Clearly, € > 0 and XA € (0,1). Then, z := Ay has the same components as y except
for the a-th and the b-th entry, where we have

Za =AY a = Mo+ 1 =N =0+ (1 =N)(¥p — Ya) =Ya — €
and hence
2y =Yp t+ €.

Note that the definition of € implies that either z, = x, or z; = zp. Thus, z differs from z in
fewer entries than y. We still need to verify that © < z. Note that z is still sorted nonincreasingly.
Thus it suffices to prove that

k k
dm<y (11.2)
=1 =1

for all k € {1,...,n} (we clearly have equality for k = n). For k < a, Eq. (11.2) follows from
x <y since z; = y; for i < a. Using z, = yq — € > x4, Eq. (11.2) also holds for £ = a. Our choice
of a and b ensures that xp = yi, for all k € {a +1,...,b— 1}, hence Eq. (11.2) also follows for
those k. Finally, for k € {b,...,n}, using y, + y» = 2z, + 2p we see that Zle Yi = Z§:1 2k, SO
Eq. (11.2) again follows from = < y. This concludes the proof of the claim, and hence of the
theorem. O

Remark 11.8 (Robin Hood). The proof shows that the doubly stochastic matrix A in the statement
of Theorem 11.7 can be taken to be a product of Robin Hood matrices. You might be concerned
that we assumed in the proof that the vectors were sorted, but this is not a problem. Indeed,
sorting vectors amounts to applying permutation matrices, but any permutation can be written
as a product of transpositions, and transpositions correspond to special Robin Hood matrices.

126



Example 11.9 (Extreme distributions). Let u = (+,1,..., 1) denote the uniform distribution

and d denote a deterministic distribution on n elements, e.g., d = (1,0,...,0). Intuitively, they
correspond to a maximally equal and maximally unequal way to distribute wealth, respectively.

One can easily check that for any probability distribution p on n elements,
u=<p=<d.
Thus Theorem 11.7 shows that one can always perform the conversions

uHp—d

by applying doubly stochastic matrices (or a sequences of Robin Hood matrices, see Remark 11.8).

Majorization is also tightly related to convexity:

Lemma 11.10. Let p,q be probability distributions. Then, p < q if and only if Y ;| f(pi) <
Yoiy f(as) for all convex functions f: [0,1] — R.

Proof. The “if” follows from part (c) of Exercise 11.2, since the function fi(x) := max(x —¢,0)
is convex for any ¢ € R. For the “only if”, note that p < ¢ means that there exists a doubly
stochastic matrix A such that p = Ag by Theorem 11.7. Thus:

S )= f(Z Aijqj) SN Afla) =)D Aufla) = flay),
i=1 i=1 j=1 i=1 j=1 j=1i=1 j=1

where we first used that the columns of A are probability distributions and then that the row
sums are equal to one. O

As an application we have the following corollary, which is very intuitive in view of Example 11.9.

‘ Corollary 11.11. If p,q are probability distributions with p < q, then H(p) > H(q).

Proof. The function f: [0,1] — R defined by f(t) = tlogt is convex and H(p) = —> ", f(p:).
Thus the claim follows from Lemma 11.10. O

You can practice majorization in Exercise 11.3.

11.2 Majorization for Hermitian operators

Any Hermitian operator can be unitarily diagonalized with real eigenvalues (Theorem 1.3). Thus
one might wonder whether the theory of majorization has a “quantum” extension that deals with
Hermitian operators instead of real vectors.

We first define majorization and then prove an analogue of Theorem 11.7. Let us denote
by A(A) the vector of eigenvalues of a given operator A, repeated according to their multiplicity.
We will not commit to any particular order of the eigenvalues (you can choose your favorite one
for definiteness) but instead write A+(A) or AT(A) if a particular one is important.

Definition 11.12 (Majorization for Hermitian operators). Let A, B be Hermitian operators
on some Hilbert space H. Then we write A < B if and only if A\(4) < A\(B). We say that B
majorizes A or that A is majorized by B.
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Note that for diagonal matrices A, A\(A) consists simply of the diagonal entries of A. Hence,
majorization for diagonal operators reduces to majorization for vectors, thus recovering the
classical notion.

What operations will play the role of permutations? Clearly we should generalize stochastic
matrices (classical channels) to quantum channels. Among all stochastic matrices, permutations
stand out as precisely those that are invertible and whose inverse is also stochastic, as discussed
before. In the quantum case, unitary channels ®[M] = UMUT are the channels that are invertible
and whose inverse is also a channel. Since the doubly stochastic matrices are the convex hull of
the permutation matrices (Theorem 11.6), this motivates the following definition:

Definition 11.13 (Mixed-unitary channel). A channel ® € C(H) is called mized-unitary if

O[M] = ¢ U MUY,
€

for some finite set €2, a probability distribution (g;)seq, and unitaries U, € U(H) for = € Q.

Equivalently, a channel is mixed-unitary if and only if it is in the convex hull of the unitary
channels. Then the following theorem by Uhlmann (not to be confused with the more famous
Uhlmann’s Theorem 4.13) provides a quantum version of Theorem 11.7:

Theorem 11.14 (Uhlmann). Let A, B be Hermitian operators on a Hilbert space H. Then,
A < B if and only if there exists a mized unitary channel ® € C(H) such that A = ®[B].

You will prove it in Exercise 11.5.

Example 11.15 (Extreme states). Let H be a Hilbert space of dimension n. Let 7 = I/n be the
maximally mixed state and let |1) (1| be an arbitrary pure state on 7. Then it follows directly
from Example 11.9 that for any state p € D(H),

=" <p <)l

Accordingly, one can always perform the conversion

1
r = p s ) ()

by applying mixed-unitary channels.

We also record the following easy but useful consequence:

Lemma 11.16. Let p,0 be quantum states. Then, p < o if and only if Tr f(p) < Tr f(o) for all
convex functions f: [0,1] — R, where f(p) and f(o) are defined as in Definition 1.6.

Proof. Clearly, f(p) = Y iy f(Xi(p)) and likewise f(o) = >, f(Ni(o)) where n := dimH.

Thus the claim follows from Lemma 11.10. OJ

‘ Corollary 11.17. If p,o are quantum states with p < o, then H(p) > H (o).
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11.3 LOCC and Nielsen’s theorem

As discussed before, majorization determines when we can convert density operators by mixed-
unitary channels. We now discuss a second quantum interpretation: majorization determines
precisely when one bipartite pure state can be converted into another by LOCC. This is the
content of and made more precise in the following theorem:

Theorem 11.18 (Nielsen). Let pap, oap be two pure states on Ha ® Hp. Then the following
are equivalent:

(a) pa < 0a.

(a’) pp < 0B.

(b) There ezists a one-way LOCC channel 2 from Alice to Bob such that E[pap] = oap.
(b’) There exists a one-way LOCC channel Z from Bob to Alice such that ZE[pap] = oap.
(¢) There exists an LOCC channel E € LOCC(Ha:Hp) such that E[pap] = oap.

(d) There exists a separable channel = € SepC(Ha:Hp) such that E[pap] = cap.

Before proving the theorem, we note that, unlike in Theorems 11.7 and 11.14 the direction of
majorization is opposite to the direction in which the processing occurs: when pyg < o4 we are
able to transform pap — o4p! This is in fact intuitive as the following example shows.

Example 11.19 (Product and maximally entangled states). Consider a bipartite system H4®Hp,
where Hq = Hp = C™. Let |®}3) be a maximally entangled state and |a) ® |8) be a pure product
state. Then, we see from Example 11.15 that for any pure state |Q245), we can convert

2450 (®hpl = 1Q48){Qas] = |a){al @ |8)(B].

In other words, a maximally entangled state can be converted to any bipartite state, and any
bipartite state can be converted to a product state (the second claim is straightforward since Alice
and Bob can simply discard their state and prepare their halves of the product state locally).

Proof of Theorem 11.18. It suffices to prove (a)=-(b) and (d)=-(a). Indeed, (b)=-(c) holds by
definition and (c¢)=-(d) by Corollary 10.6, so we obtain that (a) to (d) are all equivalent. To
obtain the equivalence to the primed statements, simply interchange the roles of systems A
and B.

We first prove (a)=-(b). The idea of the proof is to turn the mixed-unitary channel from
Theorem 11.14, which we get thanks to the majorization condition, into a one-way LOCC channel.
Recall from Definition 10.3 that a one-way LOCC channel from Alice to Bob has the form

E=) 0a,® Vg,
e

for an instrument {®4 ,}rco € CP(H4) (see Definition 10.1) and channels ¥, € C(Hp).
By Theorem 11.14, there is a probability distribution (¢;)zcq and unitaries Ug , for z € Q
such that

qu UA,xO'AUiLI = pA. (11.3)
FISY)
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We can use this data to define the instrument {® 4, },cq. For each x € €2, define a completely
positive map ® 4, € CP(Ha) by ®a,[M] := YA,xMY,l,x for M € L(H4), where

Yae = ar/aaUl /P2 " (11.4)

Here we assumed for simplicity that py4 is invertible.? We claim that {®Az}zecq is an instrument.
Since each ® 4, is completely positive we only need to verify that ) . ®, is trace-preserving
(and hence a channel). Indeed, using Eq. (11.3) we find that, for all M € L(H4),

Tr (Z Dy [M]) =Tr (Z Yj’xYA,mM) =Tr (m—l <Z quA,rUAULI> mﬁw) =Tr M.

e

Now suppose that Alice applies this instrument to her part of the state pap and obtains some
outcome x € 2. Then the state is transformed into

0aBz = (Par ®IB)[paAB] = ¢u <\/UAUJ;7$\/PA_1 ® IB) PAB <\/PA_1UA,x\/0'A ® IB) ,

which is again a pure state (up to normalization). Moreover,

Oz = Trpl0aBs] = G (x/aAULx\/pA_l) PA (\/pA_lUA,a:\/UA> = z0A.

Thus, for any outcome z € €2, the resulting state is a pure state whose reduced density matrix is
exactly the desired one. By Lemma 2.18, there must exist a unitary Vg , € U(Hp) such that

({a®VBg)waBz(la ® Vé,x) = (z0AB-

Thus, if we define unitary channels Vg, € C(Hg) by Vp,[M] := VB@MV]; , for M € L(Hp),
then Z2:=3%" P4, ® ¥p, is a one-way LOCC channel from Alice to Bob and satisfies

Elpasl = Y (Za® V)[04l = D 42048 = 0aB.
z€Q z€Q

This concludes the proof that (a)=-(b).

Next we show (d)=-(a). The main idea is to relate the majorization inequalities to the
variational characterization of eigenvalues. Let Z € SepC(H 4 : Hp) be a separable channel
such that Z[psp] = c45. We can assume without loss of generality that H4 = Hp = C%.3 By
Lemma 10.7, we can find a Kraus representation of the form E[M4p] = ZmeQ(YgC@Zm)MAB(YJ@

Z1) for all Map € L(Ha ® Hp), where Y, € L(H4) and Z, € L(#p). Thus,

oA =Elpapl = > (Y2 ® Zo)pap(Y © Z}).
z€Q

Since o 4p is pure and pure states are the extreme points of the convex set of quantum states, it
follows that each summand is proportional to o 45, i.e., there exist ¢, > 0 such that, for all z € Q,

@04 = (Yo ® Zy)pap(Y) @ Z1). (11.5)

2The general case can be proved by a slight variation, where one replaces \Vpa ~! by the inverse of \/pa on its
support and adds an additional map to the instrument. Alternatively, one can employ a continuity argument.

3Using the Schmidt decomposition we may first restrict to the case that dimH 4 = dim Hp = d, where d is
the Schmidt rank of pap, recalling that the Schmidt rank of cap = ZE[pap] is at most the Schmidt rank of pap
(Theorem 10.11). By composing Z with suitable unitaries we may further reduce to the case that Ha = Hp = C%.
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Since pap is pure, pap = |V ap)(Vap| for some |V 45) € Hap. Let \\IJStd> (VPa®Ip)Vd|®H )
denote the standard purification of p4, see Definition 2.19, where |®7 ) is the standard maximally

entangled state. Since |V 4p) is also a purification of p4, by Lemma 2.18 there is a unitary V €
U(#Hp) such that

Wap) = (La ® VB)|UHE) = (vPa @ V) V¥ p). (11.6)

Using Lemma 3.7 (d), Eq. (11.5) implies that, for all z € €,
G:oa =Trp[(Ye ® Zo)pap(Y @ Z1)] = Yo /paVI ZE Z,V JpaY) = H,.  (11.7)
Therefore
M(oa) =D M(geoa) =D N (H,). (11.8)
€N €N
To prove that pg < 04 we may, by Exercise 11.2, equivalently show that, for all k£ € {1,...,n},

k k

> A(pa) = Y M(oa). (11.9)

i=1 i=1

Note that using Eq. (11.8), the right-hand side can be bounded as

k k
S A oa) =D N (Hy) <> T[ILH,] (11.10)
=1

e i=1 xeQ)

for any choice of orthogonal projections II, with rankII, > k. This follows by the variational
characterization of sum of the smallest k£ eigenvalues, which you can prove in Exercise 11.6 in
case you have never seen it. If

d
A=Y Mpa)lgi) (il (11.11)
i=1

is an eigendecomposition of p4, we choose II, as the projection onto the orthogonal com-
plement of W, := span {mei)}f:kH (since dim W, < d — k we indeed have rankII, > k).
Then I1,Y;|1;) = 0 for i > k, and hence

. Yo/ pa = 1Y/ pa, (11.12)
where

k
pai=_ A(pa)lwi)(wil

is defined by omitting the terms with ¢ > k from Eq. (11.11). Similar to Eq. (11.6), let
PAB ‘= ‘®A3><@AB| where |\I/AB \/pA ® Vg f|\1}AB>

Substituting H, from Eq. (11.7) into Eq. (11.10) and using Eq. (11.12) we find that

S Tr[MLHy] =Y Tr[L.Yer/5aV" Z] 2.V /Y]

z€eQ z€eN
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< Z Tr [Yx V ﬁAVTZgZIV\/ﬁ:YmT]

e

=S T[(Ya ® Zo)jan(Y) © Z1)]
z€eQ

k
=TrE[pap] = Trpap =Trpa= Y A(pa),
=1

where we left out the projections II, in the second step, the third step follows from Lemma 3.7 (d)
(as before in Eq. (11.7)), and the penultimate step holds since Z is trace-preserving. This proves
Eq. (11.9), thus p4 < 04. This concludes the proof of (d)=-(a) and hence of the theorem. [

Remark 11.20. Recall from Eq. (11.4) that Alice’s operators in the one-way LOCC protocol
achieving ZE[pap] = > cq(Yz ® Zo)pap(Yd @ Z1) = oap are given by

Y, == /oAUl /pa (11.13)

where ¢, and U, € U(H4) appear in the mixed unitary channel relating the two states: ps =
Y weq @Uz0 AUIT. While our proof showed the existence of Bob’s operators Z, without giving an
explicit formula, you can prove in Exercise 11.13 that Bob’s operators can be written as

Zy = WUJVT, (11.14)

where the unitaries V, W € U(Hp) relate the two states to their standard purifications:

paB = |Vap)(Yasl, Wag) = (VPA®VE) > _liyi),
0B = |PaB)(PaBl, |®ap) = (Voa @ Wg) Z\z’,z’>.

7

Nielsen’s theorem can be generalized to the situation where the two states can be on different
Hilbert spaces. We formulate this as a corollary, which you get to prove in Exercise 11.8.

Corollary 11.21. Let pap be a pure state on HaoQ@Hp and let o 41p be a pure state on Har @ Hp:.
Then the following are equivalent:

(a) (A(pa),0,...,0) < (Aoar),0,...,0), where the notation means that we pad the two vectors
by any/some suitable number of zeros such that both vectors have the same length.

(a’) (M (pB),0,...,0) < (N(op),0,...,0), with the same notation as above.

(b) There ezists a one-way LOCC channel ZE from Alice to Bob such that E[pap] = oarp:.

(b’) There exists a one-way LOCC channel E from Bob to Alice such that E[pap] = oarp.

(c) There exists a channel = € LOCC(Ha:Hp, Ha :Hp') such that E[pap] = oarpr.

(d) There exists a channel Z € SepC(Ha:Hp, Ha :Hp') such that E[pag] = oap.

You can practice Nielsen’s theorem (and its proof) in Exercises 11.7, 11.9, 11.10 and 11.12.

11.4 Exercises

11.1 Majorization warmup:
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11.2

11.3

11.4

11.5

11.6

11.7

11.8

(a) Find probability distributions p and ¢ such that neither p < ¢ nor ¢ < p.
(b) If p and ¢ are probability distributions such that p < ¢ and ¢ < p, is it necessarily the
case that p = ¢7

Alternative definitions of majorization: For a vector z € R, recall that =+ denotes the
vector with the same entries but in nonincreasing order. Let us also denote by 2! denote
the vector with the same entries but in nondecreasing order. Show that the following are
equivalent for probability distributions p and ¢ on {1,...,n}:

(a) Elepf <3k qj forall k € {1,...,n—1}.
(b) 2?21172 >k qiT for all k € {1,...,n—1}.
(c) Yor max(p; —¢,0) <> " max(g; —t,0) for all t € R.

As this exercise is used in the proof of Lemma 11.10, please give a self-contained proof that
does not rely on Lemma 11.10.

Majorization examples: Let p = (0.1,0.7,0.2) and ¢ = (0.3,0.2,0.5).

(a) One of p < q or ¢ < p is true. Determine which.

(b) Find a sequence of Robin Hood matrices that convert one distribution into the other.

(c) Express this sequence as a single stochastic matrix and verify that this matrix is in fact
doubly stochastic.

(d) Express this matrix as a convex combination of permutations.

Hint: For (b), you can follow the proof of Theorem 11.7, but it is much easier to observe
that p and q have a common entry and use this to reduce directly to the 2 X 2 case.

Majorization and rank:

(a) Show that if A, B € PSD(#) are such that A < B, then rank A > rank B.

(b) Is the same true for general Hermitian operators?
Note that part (a) together with Nielsen’s theorem reproves Theorem 10.11 for pure states.

Majorization vs mixed-unitary channels: Prove Theorem 11.14.

Hint: You can reduce to the case that A and B are real diagonal matrices.

Variational characterization of eigenvalues: Let H € L(#) be a Hermitian operator
and let 1 < k < dim#H. For any subspace V' C H, denote by Il the orthogonal projection.

(a) Show that S°F | AT(H) = mingi, vy, Tr[lly H] and S°F | N (H) = maxgim v, Tr[[ly H].
(b) Show that Zle /\j(H) = mingiym v >, Tr[Iy H] and Zle )\f(H) = maXdim v <k 1[Iy H]
if H is PSD.

You can also use part (a) to prove the following Schur—Horn inequalities:
k k . . k
(c) Show that 335y X[ (H) < S, (il Hli) < 0y A (H).
In particular, the diagonal entries of a Hermitian matrix are majorized by its eigenvalues.

Entanglement entropy and LOCC channels: Show that, for pure states, the entangle-
ment entropy is nonincreasing under separable channels (so in particular under LOCC).

Corollary of Nielsen’s Theorem: Prove Corollary 11.21.
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11.9

11.10

11.11

11.12

11.13

Nielsen action I: For any p € [0,1], find a one-way LOCC channel from Alice to Bob
that transforms the maximally entangled state |®} ;) = % (|00) + |11)) into the pure

state [Wap) = /p|00) + /1 —p|11). Write down Alice’s instrument and Bob’s channels
explicitly.

Hint: 5(,7,) + 35X (:2,) = (13), where X = (94).

Nielsen action II: For any probability distribution p € P({1,...,n}), find a one-way
LOCC channel from Alice to Bob that transforms the maximally entangled state |®¥ 5) =
ﬁ S, |id) into the pure state |Wap) = "1, \/p(4)|ii). Write down Alice’s instrument
and Bob’s channels explicitly.

Hint: Try to generalize your solution to Fxercise 11.9.

Converting maximally entangled states: Let pap, 045 denote two mazimally entangled
states of local dimensions d = dimH 4 = dimH 4, d’ = dim H 4 = dim H p/, respectively.

(a) When can pap be converted to o4/ by LOCC?
Now assume that d' = 2.

(b) How many copies of o 4/p can be obtained from pap by LOCC?
(¢) How many copies of 045 that are required so that p4p can be obtained by LOCC?

B Practice: Implement a subroutine that given two probability distributions p and ¢
determines whether p < ¢, ¢ < p, or neither of the two statements hold. Then use your
subroutine to investigate the following:

(a) The file 11-probabilities.txt contains three probability distributions: px, gx, and py.
Compare the distributions px and ¢x using your subroutine and output "p < q",
"qg < p", or "incomparable".

(b) Now let pxy and gxy be the product distributions given by pxy (x,y) = px(x)py (y) and
agxy(z,y) = gx(x)py (y). Use your subroutine to compare the product distributions pxy
and ¢gxy. Output "p_xy < q_xy", "q_xy < p_xy", or "incomparable".

(c) How can you interpret this outcome?

(d) The files 11-psil.txt and 11-psi2.txt contain bipartite pure states

Wap1) €CO®@CT  and  |Uyp) € CO®CY,

where Alice’s dimension is 5 and Bob’s dimensions are 7 and 9, respectively. Output the
eigenvalues of the reduced states on Alice’s system A and determine whether |U4p 1)
can be transformed by LOCC into |V 45/ 2).

Alice’s and Bob’s LOCC operators: Show that Z[pap] = o4p if Alice’s and Bob’s
LOCC operators Y, and Z, are chosen according to Egs. (11.13) and (11.14).

134



Lecture 12

Distillable entanglement and
entanglement cost

Last week we looked at majorization and Nielsen’s theorem. Majorization provides a way to
compare probability distributions in terms of how uniform they are. Intuitively, p < ¢ if p is more
uniform than ¢. By Theorem 11.7, this is the case if and only if p can be obatined from ¢ by a
doubly stochastic matrix or a product of Robin-Hood matrices (taking away from the rich and
giving to the poor). We saw that all these notions have natural quantum counterparts, where
probability distributions are replaced by density matrices. Using this more general notion of
majorization, which can be defined for arbitrary Hermitian operators, Nielsen’s Theorem 11.18
provides an elegant answer to the following problem: when can one pure state pap be converted
to another pure state c4p by LOCC? Nielsen’s theorem asserts that this possible if and only
if pg < 04. This condition is easy to check by computing the eigenvalues of the reduced states
and checking whether they obey the majorization conditions. Corollary 11.21 generalizes this
result to states on different Hilbert spaces.

When pap can be converted to o 45 by LOCC then we can interpret this as saying that pap
is more entangled than o4p, because local operations and classical communication should not be
able to create more entanglement. Thus, one can think of Nielsen’s theorem as a way to compare
the amount of entanglement in different states. However, not every pair of states is comparable,
as follows from the analogous fact for probability distributions (Exercise 11.1). Moreover, even
when two states are comparable, Nielsen’s theorem is not quantitative in the sense that it does
not tell us “how much more entangled” one state is compared to the other.

Ideally, we would like to assign a single number to every state telling us how much entanglement
the state has. This number should be easy to compute and also have some precise operational
interpretation. In this lecture we will see how this can be done for bipartite pure states.

12.1 Conversion, distillable entanglement, entanglement cost

A convenient way to measure the amount of entanglement for bipartite states is to choose a
“gold standard” state and ask how many of these states can be obtained from the given state by
LOCC. The canonical maximally entangled two-qubit state is a natural choice of such a “gold
standard”. Throughout today’s lecture we will denote it by

1
V2

Thus we might ask how many copies of ¢ can be created by LOCC when Alice and Bob start
out by sharing a given state pap. In other words, we might try to quantify the amount of

O =19 5 (@h 5], where |@F, ) = —(|00) + [11)) and Ha = Hp = C2.
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entanglement in a given state pap as the maximal number N such that

LOCC N

PAB — (¢—£’B’)® .
However, since the number of copies N is always an integer, this would only give a rather coarse
measure of entanglement. For example, it is not hard to check using Nielsen’s theorem that
if pap is an arbitrary two-qubit pure state then N € {0,1}, with N = 1 if and only if pap is
maximally entangled. To get a more nuanced quantity, it is useful to look at conversion rates.
Namely, we might ask for the optimal rate R > 0 such that we can convert

LOCC R

Pis — (&h )P
for large n. Note that R no longer needs to be a integer! We need to make one more modification
to develop a good theory. Namely, instead of asking for exact conversion, we will only require
that we can by LOCC obtain a state that is arbitrary close to the target state as n — oo.! The
quantity defined in this way called the distillable entanglement, since “distillation” refers to a
process by which a large amount of an impure substance is refined to a smaller amount of a more
concentrated and pure substance. We now define it formally:

Definition 12.1 (Distillable entanglement). The distillable entanglement Ep(A : B), of a
state pap € D(Ha ® Hp) is defined as the supremum over all R > 0 for which there are LOCC
channels

=, € LOCC(HE™ : HEm, MO . gELAn]y
for sufficiently large n € N such that

lim F(En[03%], (05 5)2FM) = 1.

n—o0

When the state is clear from context, we will often write Ep(A : B) in place of Ep(A : B), (just
like for entropy and mutual information).

Note that formally pizf% is a state on the Hilbert space
(Ha@HB)®" = (HAQHB) @ @ (Ha @ HB).
However, we group together all A systems and all B systems and think of pf% as a state on

HYOHE = (Ha® - @HA)Q (Hp® - @Hp).
Alice Bob

In principle, this identification amounts to a unitary, but we will not write it explicitly since it
will always be clear from context and our subscript notation helps avoid any ambiguities. The
same discussion applies to (¢, 5, )®LFn.

Instead of distilling maximal entanglement, one can also ask the reverse question — how many
copies of the maximally entangled state ¢ are required to approximately produce some large
number of copies of some desired state? This is called the entanglement cost and is formally
defined as follows:

'In Lectures 6 and 7 we saw something completely analoguous in the context of compression. There, we found
that a good theory can be developed if we compress blocks of n symbols at a time and allow for a small probability
of error (that can be taken to go to zero as n becomes large).
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Definition 12.2 (Entanglement cost). The entanglement cost Ec(A : B), of a state pap €
D(Ha ® Hp) is defined as the infimum over all R > 0 for which there are LOCC channels

T, € LOCC(HE . Sl qy@n . qy9m)
for sufficiently large n € N such that

lim F(Fn[(ﬁbj/B/)@LRnJ]’p%%) =1

n—o0

When the state is clear from context, we will often write Ec(A : B) in place of Ec(A : B),.

How do distillable entanglement and entanglement cost compare in general? Think of the
following analogy: if you go to a currency exchange to exchange money, the buying rate is always
lower than the selling rate. If this were not the case, you could make money by repeatedly
exchanging it back and forth. But there is no such thing as a free lunch! Similarly, one should
not be able to obtain an increasingly large amount of entanglement by repeatedly distilling and
then recreating a state by LOCC. This should be as impossible as constructing a perpetual
motion machine that keeps generating energy for free. However, proving this formally is actually
not so trivial and relies on the following lemma, which you will prove in Exercise 12.1. We will
formulate it in a slightly more general situation than need be:

Lemma 12.3. Let Ho = Hp = C%, let ocp be a state of entanglement rank r, and let wep be a
maximally entangled state. Then, F(ocp,wep) < \/g

We can use this to prove that the entanglement cost is indeed at least as large as the distillable
entanglement:

Corollary 12.4 (No free lunch). Ec(A: B), > Ep(A: B), for any state pap € D(Ha ® Hp).

Proof. Let R be such that there exist LOCC channels I';, such that

lim F(Fn[(¢j/31)®LRnJ]7p§Té) =1

n—o0

Likewise, let R’ be such that there exist LOCC channels Z,, such that
. — R
nh—{goF(:‘"[p%%]v (¢X’B’)®L HJ]) =L

Since E¢ is the infimum over all rates R as above and Ep is the supremum over all rates R’ as
above, it suffices to prove that R > R’. To prove the latter, note that, by Exercise 5.9,

lim F((Z, 0 D)[(655) 2], (6,50 2L M]) = 1. (12.1)

n—o0

On the other hand, the entanglement rank of (Z, o T',)[(¢ 7 5) @] is at most 2L77) | since this
is the entanglement (Schmidt) rank of (bz, g and Z, o', is LOCC. Therefore, using Lemma 12.3,

F((En © Fn)[(ng/B/)@LRnJL (@Z)X/B/)@LR/MDQ < QLRnJitRan < QRnf(R/nfl) = Q(RfR/)nJrl.
Since this holds for sufficiently large n, Eq. (12.1) implies that R > R’, concluding the proof. [
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By definition, Ec and Ep are meaningful quantities, but how can we compute them explicitly
for a given state pap? In general there is no closed formula, but we will prove in Section 12.2
that for bipartite pure states they are both equal to the entanglement entropy!

In light of Corollary 12.4, it is tempting to ask if o and Ep are also equal for mixed states.
Surprisingly, the answer is “No!” — there are mixed states for which E-~ > Ep. In fact, there even
exist mixed states such that Ec > 0 but Ep = 0. Such states are called bound entangled because
the entanglement in them is bound or confined within them and cannot be extracted back. This
is what makes mixed state entanglement so much more interesting and also difficult! For example,
bound entangled states are responsible for such strange phenomena as superactivation of quantum
channels — the counterintuitive fact that two zero-capacity quantum channels can have positive
capacity when used together in parallel. Unfortunately, we will not have time to go into these
interesting but more advanced topics.

12.2 Distillable entanglement equals entanglement cost for pure
states

We will now prove that, for pure states, distillable entanglement and entanglement cost are the
same, and equal to entanglement entropy (Definition 8.2).

Theorem 12.5. For any pure state pap € D(Ha ® Hp), we have

Ep(A: B), = Ec(A: B),=H(A), = H(B),.

Proof. We already know that Ep(A: B) < Ec(A: B), so it suffices to prove that
Ec(A:B)<H(A) < Ep(A:B).
The key idea is very simple: we replace p%% by the pure state

ﬁA’ﬂBn = (Hn,s ® IBn)pg%(Hnﬁ ® IBn)
Pne ’

where II,, . denotes a typical projector for ps (Definition 7.11) and py, . := Tr[l'[n’epfn], and
apply Nielsen’s theorem. For fixed € > 0 and large n, part (c¢) of the quantum AEP (Lemma 7.12)
states that p, . — 1, so using the gentle measurement lemma (Exercise 4.9) it follows that

: ~ ®ny\ _
lim F(panpn, pap) = 1. (12.2)

. ~ - —n(H(A)=*e) .
Moreover, part (a) asserts that the nonzero eigenvalue of p4n are within 270 77 which makes

it easy to apply Nielsen’s theorem. We now make this idea precise and prove the two inequalities.
Let us first show that Ec(A : B) < H(A). Let R > H(A) and choose ¢ > 0 such
that R > H(A) + 2e. Then we have for all n > % that

InR] >nR—1>n(H(A)+2)—1>n(H(A) +¢)
and hence

—n(H(A)+e
g-InR) < gon(H()pe) o 27HEFD

Pn,e

138




for any nonzero eigenvalue A of p4n. This implies that the eigenvalues of ((ﬁz,)@L”RJ = ﬁ are

majorized by the eigenvalues of pan (padded by sufficiently many zeros). Thus Corollary 11.21
shows that there exists an LOCC channel T',, such that T'y[(¢, 5)2"] = panpn. In view of
Eq. (12.2), this shows that Ec(A : B) < R. Since R > H(A) was arbitrary, we conclude that
Ec(A : B) < H(A).

We now show that H(A) < Ep(A : B). Let R < H(A) and choose ¢ > 0 such that
R < H(A) — 2¢. Then we have for all n > —1log(1 — €) that

InR] <nR <n(H(A)—2)<n(H(A) —¢)+log(l —¢)

and hence

—n(H(A)—¢) —n(H(A)—¢)
A< 2 <2 < 9~ Inhl
Pne 1-¢

for any eigenvalue of p4» provided n is sufficiently large since we have p, . — 1 for fixed € > 0.

This implies that the eigenvalues of pan are majorized by the eigenvalues of (qu,)‘X’L”RJ = ﬁ

(padded by sufficiently many zeros). Thus Corollary 11.21 shows that there exists an LOCC
channel =Z,, such that =, [panpn] = (gf)X,B/)@L”RJ. Then we have

lim inf F(Z, (o8], (655) ") = liminf F(S, (053], Enlpanse]) > lm F (o, pangn) = 1,

n—oo n—o0

where the last equality is Eq. (12.2). Since fidelities are also upper bounded by 1, it follows that

lim F(S,[055], (07 5)51") = 1.

n—o0

This shows that Ep(A : B) > R. Since R < H(A) was arbitrary, we conclude that Ep(A : B) >
H(A). O

12.3 Exercises

12.1 Entanglement rank and fidelity: Prove Lemma 12.3.

Hint: First show the claim assuming ocop s pure.

12.2 From any pure state to any other: Let p € D(H4 ® Hp) and 0 € D(H a4 ® Hpr) be two
arbitrary pure states. What is the optimal rate of conversion from copies of pap to copies
of 045 by LOCC (if we allow for arbitrarily small error)?

12.3 Entanglement cost using compression and teleportation:
In this exercise you can find an alternative proof of the fact that Ec(A: B) < H(A) for any
pure state pap € D(Ha @ Hp).

(a) Let R > H(A) = H(B) and 0 > 0. Use Schumacher’s Theorem 7.10 and teleportation to
show that there exists ng such that, for all n > ng, there is an LOCC protocol which
converts ((ZSX,B,)@LRW‘J into a state panpn with F(p%5%, panpn) >1—4.

(b) Use part (a) to show that Ec(A: B), < H(A),.

12.4 Exact entanglement distillation: Given any state p, we define
L(p) :== | —log Amax(p)| = max{l € Z : £ < —log Amax(p)},

where Amax(p) denotes the largest eigenvalue of p.
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(a) Show that 0 < L(p) < H(p) for any state p.
(b) Compute L(), L(7®?), and L(7®3) for the maximally mixed qutrit state 7 = £ € D(C3).
(c) Compute lim,,_,o LL(p®") for a general state p as some simple function of the state.

Now consider a state pap € D(Ha ® Hp). We define Q(A: B), as the maximal number
of maximally entangled two-qubit states that can be obtained by LOCC from pap. That
is, Q(A : B), is defined as the largest integer £ > 0 such that there exists a channel
® € LOCC(Ha:Hp, H5 :H5,) such that

®[pan] = (¢4 )",
where Har = Hp = C? and ¢, 5 = 3(/00) + |11))((00] + (11]).

(d) Show that Q(A:B), < Ep(A:B), for any state pap.
(e) Show that if pap is pure, then Q(A:B), = L(pa).
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Lecture 13

Monogamy of entanglement

Last week, we looked at ways to quantify entanglement. Using the canonical two-qubit maximally
entangled state as a “golden standard”, we asked how many copies of it can be extracted from a
given state, or how many copies are needed to produce a given state by LOCC. In Theorem 12.5,
we showed that for pure states these two quantities — distillable entanglement and entanglement
cost — coincide and are equal to entanglement entropy.

In this lecture, we will take a different approach to entanglement. Instead of the usual
bipartite setting, we will consider multiple parties and observe a curious property of entanglement
known as monogamy — namely, one cannot simultaneously share a large amount of entanglement
with multiple parties. Using this observation, we will draw a non-trivial conclusion about bipartite
entanglement. Namely, a bipartite state that admits a symmetric extension to a multipartite
setting cannot be too entangled, otherwise the extended state would violate monogamy.

13.1 Sharing classical vs quantum correlations

You showed in Exercise 2.10 (a) that if pgpc is a state such that pap is pure, then papc =
pAB ® pc. In particular, this implies that pac = pa ® pc and ppe = pp ® pc, meaning that A
and C' are not correlated, and neither are B and C'. Hence, one cannot share a pure entangled
state with more than one system — this is known as monogamy of entanglement.

O——®)
@

In contrast, a classical state that is maximally correlated can be shared with an arbitrary
number of parties. To see this, consider the tripartite classical state

PABC =

PABC = %(|000><000| +]111)(111]), (13.1)

which corresponds to flipping an unbiased coin and telling the outcome to all three parties. Note
that any two parties are maximally correlated since

pas = pc = pac = 5(100){00] + [11)(11]). (13.2)

Moreover, one can easily distribute this correlation to additional parties by attaching a fresh
qubit in state |0) and performing a CNOT operation with this qubit as a target.
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Can we also do this in the quantum case? Let’s see what happens if we try to use the same
approach. The natural equivalent of Eq. (13.1) for pure states is

Wape) = ;5(\00@ 1Y),

Are all pairs of parties in this state maximally entangled? For this to be the case, all two-party
reduced states of ¥ 4p¢) should be |[®1) = %(\00} +[11)) or, written as a density matrix,

@7) (27| = %(I00> + [11))(00] + (11]) = %(I00><00| +[00) (11| + [11)(00] + [11)(11]).

However, the actual two-party reduced states of |V 4pc) are exactly the same as in Eq. (13.2):

1
paB = ppc = pac = 5(|00){00] + [11){11}),

meaning that each pair of parties shares a maximal classical correlation, not a maximally
entangled state. This is a very stark manifestation of monogamy of entanglement — we were
hoping for all pairs of parties to be maximally entangled, while in reality each pair shares a
separable state that has no entanglement whatsoever! This means the state |¥ 4p¢) possesses
global tripartite entanglement while having no bipartite entanglement.

The only way for one party to simultaneously share a maximally entangled state with two
other parties is by increasing the dimension of its system from one to two qubits. For example, if
Bob has two qubits B and B’, he can share a maximally entangled with A and C as follows:

Bob

Note that in this case the B system is completely uncorrelated with C, and B’ is completely
uncorrelated with A. Another interesting observation is that if we increase the dimension of
system A, Bob cannot share more entanglement with it while still maintaining a maximally
entangled state with C. For example, if we increased the system A to two qubits, Bob could
now share two qubits of entanglement with A, however he would have to completely give up all
entanglement with C.

Let us now consider a more complicated situation with n parties denoted by Ay,..., A,.
Assume their joint state py,...4, is such that all two-party reduced states pa,4; are the same for
all ¢ # j. Let us denote this reduced state by pap and call pg4,...4, its symmetric extension.

n

Intuitively, pap should not be too entangled because each party of its symmetric extension shares
this state with the remaining n — 1 other parties.

The goal of this lecture is to prove Theorem 13.13 which establishes a quantitative bound on
how close p4p is to the set of separable states, given that it has such a highly symmetric n-party
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extension p4,..a, (results of this form are known as de Finetti theorems). More specifically, we
will show that the distance between psp and the set of separable states is upper bounded by

[ 2d
n+2’
where d is the dimension of each system. Hence, the larger symmetric extension of p4p we can

find (i.e., the more parties n it has), the closer pap must be to a separable state. This provides
a way to study bipartite entanglement through the lens of multipartite states.

13.2 The symmetric subspace

Since the setup of our de Finetti theorem involves a state with a high degree of symmetry, we
first need to develop the mathematical machinery for dealing with such states. These states live
in the so-called symmetric subspace.

Definition 13.1 (Symmetric subspace). Let H be a Hilbert space, let n > 1, and let S,, denote
the set of all permutations acting on {1,...,n}. For every m € S,,, let R, € U(H®") denote the
operator that acts on n systems and permutes them according to :

Rﬂ'(h[}].) Q- ® |'¢)n>) = |w7r_1(1)> Q- ® |1/}7r_1(n)>7 (133)
for all [11),...,|¥n) € H. The symmetric subspace of H®™ is then defined as

Sym"(H) := {|®) € H¥" : R;|®) = |®),Vr € S, }.

Remark 13.2. The reason for using 7! instead of 7 on the right-hand side of Eq. (13.3) is so
that R;R,; = R, for all w,7 € S,,, which makes the map n — R, a unitary representation of
the symmetric group S,. You will show this and also the fact that Rl = R, -1 for all m € 5, in
Exercise 13.1 (c).

Remark 13.3. Make sure to not confuse R, with the permutation matrix P, from Definition 11.3!
The distinction is that R, permutes the systems while P; permutes the standard basis states
according to 7. In particular, R is of size d" x d", where d = dim H, while P; is of size n x n.

Here are some basic observations about Sym” (H):

e For any |[¢) € H, [)®™ € Sym™(H) since Rr|)®™ = [¢)®".
e For any m € S, |®) € Sym"(H) iff R;|®) € Sym"(H).
o If |0;),|P2) € Sym"(H) then |P;) + |®2) € Sym"™(H).
In other words, all tensor power states are in the symmetric subspace, the order in which the

systems are arranged does not affect whether a state is symmetric or not, and the symmetric
subspace is indeed a subspace.

Example 13.4 (Two qubits). When n =2 and d = 2,

Sym?(C?) = span{|0,0>, w, |1, 1>}

The remaining vector (|0, 1) — [1,0))/v/2 (also known as the singlet state) is anti-symmetric.
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Since Sym"(H) is a subspace of H®™, we can write down a projector onto this subspace. You
will show in Exercise 13.1 (d) that the following is an orthogonal projection onto Sym”(H):

1
I, = — > R (13.4)
ﬂ'ESn
In particular, HL = II,, and 112 = II,, i.e., II, is Hermitian and a projector. Moreover,

1I,R, = R;Il, = 1L, for any w € S,,. Intuitively, applying II, to a state corresponds to
“symmetrizing” it:

1
I, | @) = — > Ri|®).
’ WESn

As part of your argument in Exercise 13.1 (d) you will show that IL,|®) € Sym"(#), for any
®) € H®". Moreover, if |®) € Sym"™(H) then II,,|®) = |®). In fact, for any & > 0 and
| y y

|®) € Sym* ™ (H), the following more general identity holds:

(Ix @ 11, | @) = |®), (13.5)

where [}, denotes the identity operator on the first k systems.

Example 13.5 (Projector IIz). For n = 2, it follows immediately from Eq. (13.4) that

1000 1000 290 0 0
1 1{o100] 1{oo1o] 1{o110
Mo=sU+F)=510 01 0|l"2]o 1 00| 2 o110
000 1 000 1 000 2

where F' € U(H®?) is the swap operator: F(|a) ® |B)) = |8) ® |a), for all |a), |8) € H.

Recall from Example 13.4 that the symmetric subspace for two qubits is spanned by |00),
|11), and (|01) + |10))/+/2. How can we find all states in Sym™(C%), for any n > 1 and d > 1?
We can symmetrize the standard basis states, thus projecting them to the symmetric subspace!

Let A, q denote the set of all integers ¢1,...,tq > 0 such that Zle ti = n:

d
Apg = {(tl,...,td) EZdZtl,...,tdZO,Zti:n}-
i=1

For any (t1,...,tq) € Apg, let T3, ¢,) € (CH)®™ denote the following state:
t1 to tq
e N —
Tiyta) =)@ @)@2) Q- @2 @@ |d) ®--- @ |d), (13.6)

n

where ¢; denotes the number of terms |i) occurring in the tensor product.

Example 13.6 (Two qubits). The set A, 4 and the corresponding basis states for two qubits are
A2,2 = {(2a0)a (17 1)7 (07 2)}7 |T2,0> = |Oa0>a |T171> = |O7 1>7 |TO,2> - |1a 1>

To match with the case of general d, one should use {|1), |2)} instead of {|0),|1)} for the qubit
standard basis here. However, we used |0) and |1) to emphasize the correspondence with the
states in Example 13.4.
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We can get a basis for the symmetric subspace by symmetrizing the states |13, ,)-

Lemma 13.7 (Basis of symmetric subspace). The following is an orthogonal basis for Sym™(C%):

Sym"((Cd) = span{Hnﬂ’tl,wtd) D (t1, ..., tg) € An,d}.

Proof. Since II,, projects onto the symmetric subspace, we need to find the image of (C%)®"
under IT,,. For this, it suffices to apply I, to all standard basis vectors |®) of (C4)®". Since
I, R, |®) = I1,|®) for all 7 € S,,, we can first permute the systems and sort the basis vectors
in the tensor product expansion of |®) to obtain one of the states |1}, . ;,). Since t; counts the
number of appearances of |i), you can think of the resulting sequence 1, ...,t4 as a “generalized
Hamming weight” of the original string of basis vectors. To obtain a basis of Sym™(C?), it
suffices to apply II,, to all vectors |T3,, . ¢,) with (¢1,...,t4) € A, 4. Note that all terms in the
expansion of I1,|Ty, . +,) have the same Hamming weight, and for different choices of t1,...,tq
the Hamming weights are different. The resulting basis is orthogonal since all vectors have
disjoint supports, i.e., their standard basis expansions do not contain a single common term. [

Remark 13.8. While the states 11|13, ... +,) with (¢1,...,tq) € Ay, 4 are mutually orthogonal, they
are not normalized in general since II,, is a projector.

As a practice, you can work out the bases for Sym?(C%) and Sym?(C?) in Exercise 13.1 (b).
Using Lemma 13.7, we can easily find the dimension of the symmetric subspace.

Lemma 13.9. The dimension of the symmetric subspace is

dim (Sym™(€)) = [Anal = (n S 1) - (Z!J(Fdd—_li) !

Proof. Recall from Lemma 13.7 that the states II,,|T3, . ;,) with (¢1,...,tq) € Ay 4 are mutually
orthogonal since they have disjoint supports. Hence, the dimension of Sym™(C?) is equal to
|An.d|- Note that |A, 4] is the number of ways of grouping n elements into d (possibly empty)
groups. Using the method of stars and bars, this can be determined by separating n stars with
d — 1 bars. This corresponds to choosing d — 1 out of n + d — 1 elements to be the bars and the
remaining n to be stars, yielding the desired binomial coefficient. O

We will need the following result, which we state without proof.

Lemma 13.10. Let A € L(H®™) for some Hilbert space H and n > 1. Then
UCmAUT® = A, VYU € U(H),

iff A= cs. caRx, for some c; € C.

Using this, we can provide an alternative expression for the projector II,, defined in Eq. (13.4).
Instead of a discrete sum over permutations, this expression involves a continuous integral with
the uniform measure over pure quantum states. We will denote this measure by diy. Since it
is uniform, the states |1)) and U|¢) have the same probability density, for any unitary U. This
high degree of symmetry alone implies, for example, that [ di [¢)(¢| = I/d (indeed, M = I/d
is the only matrix such that UMUT = M for all U € U(d) and Tr M = 1). A similar uniform
measure can also be defined on the set U(d) of all unitary matrices (see Exercise 13.3).
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Proof. You will prove this in Exercise 13.2.

13.3 The quantum de Finetti theorem

If |®4,...4,) € Sym™(H) then all its two-party reduced density matrices ®4,4,, i # j, are identical.
If a given mixed state ps4/ can be extended to such symmetric pure state |®4,...4, ), for some
large value of n, then p44/ must be very close to separable (in fact, the distance goes to zero as
n — 00). This is made rigorous by the quantum de Finetti theorem.
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density function p on pure states in C* such that

dk
< 13.
Vi (13.7

)

Bayon, — / d () (1) ()

where ® 4.4, = Tra Ay [ 2)(P]]-

Remark 13.14. While the definition of bipartite separable states involves a finite sum, not an
integral (see Definition 3.1), by Carathéodory’s theorem an integral [ dz p(z)pa(z) ® pp(z) can
always be converted to a finite sum (as long as the dimensions of both systems are finite). In
particular, one can always write it as Zie] PipA,i @ pp;i where || < r2 and 7 is the rank of the
separable state that is being represented. A similar argument can also be used for multi-partite
states to replace the integral in Eq. (13.7) by a finite sum.

Proof. Recall from Eq. (13.5) that (I14,..4, ® II,,)|®) = |®), so

Payay = TrAk+1"'Ak+n [|(I)> <(I)|]
~Toasa [ty ©T1,)[9) (8]
d—1
= (") [ M| (1 050, 0@

n+d—1
n

) [0 (L, © @) 98] (La1en, © 16)°) (13.8)

where we substituted the integral formula for II,, from Lemma 13.11 and then used the following
cyclic property of the partial trace:

Trp [(IA ® W><¢|B)(I)AB} = (T4 ® (W|p)Pap(Ia @ [¥)B), (13.9)

which holds for any ® 45 € L(H4 ® Hp) and unit vector |¢) g € Hp (this identity follows from
Definition 2.8 by computing the partial trace in any basis that contains [))).
Let us rewrite the integral in Eq. (13.8) as follows:

Boapon, = / 0 p(1) | B (B, (13.10)

where |®y) 4,...4, € (C!)®* and p are such that

Vo) [By) = (n +Z - 1> (Tay.4, ® (¥|%7)|®). (13.11)

If we rescale [®) to a unit vector, p becomes a probability density function on pure states in Ce,
as can be seen by taking trace on both sides of Eq. (13.10). More specifically, p(¢) is given by

n+d—1
n

n 2
p0) = (") T, 1) 0]
Let us compare the integral in Eq. (13.10) with ®4,..4, = [ dip(1)) [0)®F (1)|®F, where p is
the same probability density function. Recall from Eq. (4.10) the formula £ |[[c){a| — [8)(8||l1 =
1 — [{«|B)]? for the trace distance between pure states |a) and |S). Using triangle inequality
and then this formula,

] S/dwmw;Hl%x%i—|¢>®k<w\®’“H1

1 3
iH(I)AlmAk — Dy, ..n,
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= [avpto) 1= |wleHe,)?
< \/ [ avp(w) (11w, )
- \/1 - [ dwpw) w1241,

where we used Jensen’s inequality [Eq. (6.4)] to bring the integral underneath the square root, a

concave function.
For the rest of the proof, let us focus on bounding the integral. Note from Eq. (13.11) that

Vit = (" T 0T (e i) o)

n

ST GRS KR )

n

Hence,

Javnowteaf = ("1 [avi@iGowteye)

n
n+d—1\(k+n+d—1\""
( n )( k4n > (Pyq | P)

o (n+d-1\[(k+n+d-1\""
B n k+n ’
where we used the integral formula from Lemma 13.11 and then the assumption |®) € Sym*+"(C?)

which implies that Iy, |®) = |®).
The ratio of the two binomial coefficients can be expressed as follows:

<n+d—v<k+n+d—v_1:m+d—n!(k+m&b4ﬁ

n k+n nl(d—11T  (k+n+d—1)!
(n+d—1)! (k4 n)!
N n! (k+n+d—-1)!

 (n+d—1)--(n+1)
S (k+n+d—1)---(k+n+1)

Note that %—%: b(bbjr“) 0 when b > a, so ¥ 2 % and hence
n+d—1 n+1 S n+1 =1
k+n+d—1 k+n+1  \k+n+1

d—1
:( k+n+1)
k
>1—-(d-1
( )kz+n+1
-1 dk 7
- k+n
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where we used (1 — «)® > 1 — ax for @ € (0,1) and = > 1. Putting everything together,

< \/1 = [ dwntw) w12+ @) P

_ (A= (kantd-1\T
N n k+n
dk

k+n
which is the desired bound. O

1 .
§H¢Al“'Ak — P4y,

9

13.4 Exercises

13.1 Symmetric subspace:

(a) Write out ITz and IT;.

(b) Example 13.4 gives a basis for Sym?(C2?). Write down bases of Sym?(C?) and Sym3(C?).
(c) Verify that RzR; = Ry, and Rl = R -1, forall m, 7 € S,,.

(d) Verify that II,, = % > res, Itx is the orthogonal projection onto the symmetric subspace.

13.2 Integral formula: In this exercise you can prove the integral formula:

I, (” T 1) / Y By = T,

n

(a) Show that II,, = IL,II,,. )
(b) Use the very important Lemma 13.10 to show that II, = > cz Ry for suitable ¢, € C.
(c) Use parts (a) and (b) to prove the integral formula. That is, show that II,, = II,,.

13.3 First moment of Haar measure: There is a unique probability measure dU on the
unitary operators U(H) that is invariant under U — VUW for every pair of unitaries V, W.
It is called the Haar measure. Its defining property can be stated as follows: For every
continuous function f on U(#) and for all unitaries V, W € U(H), it holds that [ f(U)dU =
J f(VUW)dU. Now let M € L(H).

(a) Argue that [ UMUTdU commutes with all unitaries.

(b) Deduce that [ UMUTdU = Tr[M]%, where d = dimH.

(c) Generalize this to [(Ua ® Ig)Map(Us @ Ig)fdU, = TrA[MAB]CITﬁ ® Mp, where Myp €
L(Ha® HB).

13.4 & De Finetti theorem and quantum physics: Given a Hermitian operator h on C%® C?,
consider the operator H = —1- > iy higoon (C%)®" where h;; acts by h on subsystems i

and j and by the identity on the remaining subsystems (e.g., hi2 = h ® 18(=2)),
(a) Show that Zo < L(y®n|F|yp®@n) = (1®2|h|®2) for every pure state ¥ on C.

Let Ey denote the smallest eigenvalue of H and |Ey) a corresponding eigenvector. If the
eigenspace is one-dimensional and n > d then |Ey) € Sym”(C?) (you do not need to show
this).

inetti Eo i ®2| [ @2
(b) Use the de Finetti theorem to show that <% ~ min = (Y“*|h[¢®%) for large n
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13.5

13.6

13.7

13.8

Interpretation: The Hamiltonian H describes a mean-field system. Your result shows that
in the thermodynamic limit the ground state energy density can be computed using states of
form @™,

Rényi-2 entropy: In this problem you will study a new entropy measure called the Rényi-2
entropy. Tt is defined by Hs(p) := — log Tr[p?] for any quantum state p € D(CY).

(a) Find a formula for Hy(p) in terms of the eigenvalues of p.

(b) Show that Ha(p) < H(p) by using Jensen’s inequality.

(c) Show that Tr[p?] = Tr[Fp®?], where F : |i) ® |j) = |7) @ |i) for all 4,5 € {1,...,d}, is
the swap operator.

Average entanglement: In this exercise you will study the average entanglement of a
random pure state in H 4 ® Hp drawn from the uniform distribution diy 4p discussed in class.
Recall that the entanglement entropy of a pure state [45) is given by H(pa) = H(pp),
where ps and pp are the reduced states of |¢4p).

(a) Let Faa, Fpp denote the swap operators on HE?, 7—[%2 and let dgy = dimHa4, dg =
dim Hp. Use the integral formula for the symmetric subspace to deduce that

1
dAdB(dAdB -+ 1)

/’1/1AB>®2<¢AB\®2 diap = ({aa® Ipp + Faa® Fpp) .

(b) Verify that [ Tr[p?%]dyap = jfd;?l-

(c) Show that the average Rényi-2 entropy Hz(pa4) for a random pure state [14p) is at
least log(min(da,dp)) — 1. Conclude that the same holds for the entanglement entropy.

Hint: Use Exercise 13.5 and Jensen’s inequality.

Second moment of Haar measure: In Exercise 13.3, we discussed the Haar measure
on U(H), which is the unique probability measure dU with the following property: For
every continuous function f on U(H) and for all unitaries V,W € U(#), it holds that
[f(U)dU = [ f(VUW)dU.

(a) Argue that, for any operator A € L(H®"), the so-called twirl [ U™ AUT®" qU can always
be written as a linear combination of permutation operators R, m € S,,.

(b) Deduce that [U®2AUT®2dU = ol + BF for every A € L(H%?), where F is the swap
operator on H®? o = ﬁ Tr[A] — ﬁ Tr[FA], and 8 = d%d Tr[FA] — ﬁ Tr[A].

B Practice: Let [1hap) € C% @ C%8 be a pure state and py = TTB[WAB><1/)AB|] its
reduced state on system A. We would like to understand how the entropy H(pa) behaves
when |1 4p) is chosen uniformly at random. More specifically, let us fix d4 = 3 and try to
understand how H(p4) depends on the dimension dp of system B that is discarded.

(a) Compute the average value of H(p4) over n = 50,000 uniformly random samples of
|ap) when dp = 3 and when dp = 5.

(b) Produce a histogram for the values of H(p4) over n = 50,000 uniformly random samples
of [1)ap) when dp = 3 and when dp = 5 (use bars of width 0.05 in the histogram).

To generate a uniformly random unit vector |¢) in C¢, write [1)) = Z;l:l ;|7) and set
©j = a;j +ib; where each a; and b; is a real random variable chosen independently from the
normal distribution of mean value zero and variance one. Once all amplitudes are chosen,
you simply normalize the state so that it is a unit vector.
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13.9 2-Extensions: A 2-extension of a state pap € D(Ha ® Hp) is a state oap, B, € D(Ha ®
Hp ® Hp) such that oap, = 0B, = paB.

(a) Show that the states pap = [00)(00] and p/y 5 = 5/00)(00| + 1[11)(11| have 2-extensions.
(b) Show that the maximally entangled state |Tap) = % (|00) 4 |11)) has no 2-extension.

(c) Show that if psp has a 2-extension then so does panpn = p%4% € D(HG" ® HG") for
any n > 1.

Let ® € C(HA®@Hp, Ha®Hp) be a 1-way LOCC channel from Alice to Bob, i.e., a channel
of the form

O(X) =) (S:®Te)(X) VX €L(Ha®Hp),
TEY

where {S;}zexn € CP(’HA,’;‘:[A) is an instrument and T, € C(Hp, ’;QB) is a channel for each
T € X

(d) Show that if pap has a 2-extension then so does ®(pap).
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