



































































































































Lempel Ziv compression 656.4

So far Symbolcodes achieve HCHE LEX C CHCH tf but always21 symbibt
By lookingat largeblocks can achieve HCP for HD sources bothin theloss

andinthelosslessScenario

today Losslesscompression of steam ofsymbolsthat can emit I sb o

is asymptoticallyoptimalforUDsources R aHKD and even is adaptive8

Variations are used in
GIF ZIP PNGD

LLempectivodingdset csoiieiiiff.uanma9ijed

input stream that ends with specialsymbol I
phrases 03
while more tocompress
tead Symbolsuntil we obtain phrase phrases splits input intominimal
IT where IE phrases c A distinct phrases

append it to phrases

k index of T in phrases
write Kix in bits

F
use Nog 7 bits in j th stepCj44 7 Canskip if X I Caststep

Example Let's compress AlB BALBAALBA A BIABIAL
step 0 I 2 3 4 5 6 7

phrases 0 A B BA B AA BA AD AB AI

Ck CooA COB 21A 331A 448 ChB lid

Compression OO O l 100,00 Aco 100011 0001 I 0001
bits for le 0 I 2 2 3 3 3

D Ht 14 bits compressed into 20 bits but the principle is sound Fee






































































































































OI Intuition how it works Clear how to decompress

Inalysist How well does it compress Consider

A bits of compression R f compression rate

Worst case For any stringx'ex yo

R E log a t lot log A TE
T
f OG means FC 0 fav E CSN UN

Thus LZ does no worse than not compressing at all

Average rate Lef Alexi y p

EERIE HCP OCT HCP

Thus For an 11D Source LZ achieves entropy HCP for large N

This optimality holds even more generallyfor an ergodic source

How to prove this
Optionalheadingf

Knopf Fix Sourcestring x and assume LZ compresses it into a phrases

Fifth Fittestsinglesymbols

I Mogg Thos Al

Eigtftogianta






































































































































Thus i Need to understand how numberof phrases Cgrows with N

Worst case analysis Challenge exercise tomorrow s

we focus on average rate Keyidea Recalec to log p 8

For simplicity t PCx z but arbitrary A

Classifyphrases according to their probability
f IIDdistribution

the Ii I 2
k
L Pati E 2

k

for any phrase PCI PrCX N has prefix it

any Stingyn has at most one prefix in anyfixed 17k
if yn 1 17 then Ti tj.TL or vice versa

Pati EP Ez

I 2 Pr XN hasprefix in The Pr Xw hasprefix t
TEMk Z The 2

Ck

HMk E 2ktI

How large can PCxu be if we know it has c phrases

PKN TipCiti T1 PCT maximal it no 17 i as

large as possible ie The2h4

2 072 2 1,2 z
Ch b 2h

z L
C EE2h

Where L is maximal with 2K 2
1
2 E C

k I
if G 2
ie N I

D LL a logG Moreprecisely log c 2L LE togCct2 I logG






































































































































K L
a log p Z Ck c 2K L c 2K

check
by LL 2 24 t 4 t L c 2kt't 2
induction b Cancelto

4 2kt 4 t L Ct 2

domination I am Eons
2 C logC Gc

Take expectation value and use E log µ N HCP

N HCP 7 EEC log c GEE
dominantterm

Suppose ce could only look at the dominant lens in Theni

Efe EE logo 30
HcpEERT To E T

and he would be done

In reality things are a bit more complicated

EERT Tu E El E f EEClog c t FuChoy AT 11 Ek

E HCP Off EE

How to deal cith Elzy
tha 0

E Log E EE logc 2 HCP G N sincecertainlyCEN

Jensen FCA x logx is convex

so EET has togrow slower than linear 8h fact



ELI O tog and so we arrive at

EERT E HCP t 00 noon

sth Assume that fav log fCN t j N for largeN

we claim that fCN L ftDiogo Indeed other cise we have

fCN 2 Gtl 6 for a Subsequence of N ooo ten

fck logfCN Z Stl 0 Log Gel Fon
Geon Ci

6
590 3 E a

o


