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Preface

What is quantum information? To answer this question we must at least understand the basic
structure of quantum mechanics, but we must also come to terms with the notion of information.

Information

The concept of information is ubiquitous in our age. Giving a precise definition of the meaning
of the term is not so obvious. A basic intuition is that information is related to knowledge, and
it can be transferred.

In the 1930s and 1940s, Turing and Shannon abstracted the concept of information from its
physical carrier with the goal of a universal theory of information and computation that would
apply to all physical systems. In the universal theory of information, the basic unit is the bit. A
bit is something which can take two values. In practice, say in a computer, this could be whether
a current is present or not, or whether a tiny magnet is pointing upward or downward, etc.
However, for the purpose of information theory, the physical details are completely immaterial,
and we simply mark the two states with values 0 or 1.

In information theory we have in mind some process, a source, generating sequences of
symbols. For instance, this could be you, typing on your computer. How can we use bits to
measure information? Let us make this concrete with the fundamental example of compression.
Suppose you have written a document on your computer. You can save the document by encoding
each symbol into bits. If you wrote a text of length n using an alphabet of k symbols, this
would naively require n[log k| bits (since you need [log k| bits to encode a single symbol from
the alphabet). However, as you will probably be familiar with, you can also ask your computer
to compress the text file into a smaller number of bits. This procedure is such that you can
recover the original document from the compressed file by some algorithm. This suggests that a
reasonable way to think about the amount of information present in your text document may be
given by the smallest number of bits you can compress the file to.

A second basic aspect of information concerns transmission. Physical communication channels
(such as cables or electromagnetic waves) are typically noisy: if one sends out a specific signal it
may get corrupted along the way. However, one can correct the errors by adding redundancy to
the signal. Information theory studies how to add as little redundancy as possible for reliable
communication. Information theory is essential to the functioning of electronic telecommunication
at high rates.

Quantum theory

The concept of information, as developed by Shannon, relies on an abstraction where the physical
carrier of the information is no longer relevant. However, already before the advent of information
theory, it had become clear that at small scales nature behaves quantum mechanically. As analog
of the bit, quantum mechanics has the qubit as its minimal system.

When studying actual physical systems of certain (very small) currents or magnets, physicists
have found that such systems behave in a fundamentally different way, and are described by the
rules of quantum mechanics. So, when we want to know the fundamental theory of information
we need to study sources producing quantum states and decide what information means in this
context. Not only is this the fundamental theory of information, it also holds a promise to be
useful for various practical applications, in combination with quantum computation. In quantum
mechanics, the generalization of the bit is the qubit. Here, we should think of the two outcomes



as vectors which we will call |0) and |1)

and the qubit can be in a superposition

al0) 4+ B|1) = (6) .

In this case, it turns out that we have to allow the numbers a and 8 to be compler numbers
a, 8 € C. The correct normalization condition in this case is |a|? + |3]|? = 1. We can not directly
‘observe’ the state of the qubit. If we measure whether the qubit is in state |0) or |1), we find
outcome 0 with probability pg = |a|? and outcome 1 with probability p; = |3|2. However, we can
also choose a different basis of C? and measure in that basis, and in that case the measurement
probabilities are to be calculated in that basis. An important difference with classical models is
that measurement changes or even destroys the quantum state. We will see that this leads to
substantially different properties than a classical bit with probabilities py and py.

An introduction to quantum information theory

There are at least two motivations to study a theory of quantum information. The first reason is
fundamental. Since physical reality is quantum mechanical to the best of our knowledge, any
fundamental theory of information needs to account for quantum mechanics. In this course we
will see that even as we abstract away the details of the physical models this leads to different
notions of information. This is not only important for our understanding of information, but
can also be a guide to understand quantum physics itself! Concepts from quantum information
theory have for example been applied in many-body physics (how does information propagate in
quantum mechanical materials?) and quantum gravity thought experiments (what happens to
information when it falls in a black hole?).

A second reason for studying quantum information theory is more practical: it has important
applications! A well-known application is quantum key distribution, in which quantum bits
are exchanged to enable secure communication in a way that is classically impossible. At the
same time, we need to understand quantum information when we want to design cryptographic
standards of the future that withstand attackers that are in possession of a quantum computer.
Moreover, as the engineering challenge of building fault-tolerant quantum computers is overcome,
quantum communication will be required to link multiple quantum computers. Principles of
quantum information theory are also central to building quantum computers in the first place
and to designing quantum algorithms to run on them.

Quantum theory was developed in the first half of the 20th century. Already early on, in the
1930s, unexpected information-theoretic properties of quantum theory came to light in the form
of the EPR paradox. However, it was only in the second half of the 20th century, in the light
of experimental progress in the manipulation of quantum systems, that the development of a
theory of quantum information and computation accelerated.

In this course we will develop the quantum theory of information from first principles. We will
begin by developing a formalism describing quantum systems which gives a unified way to describe
both quantum mechanics and classical probability. We will introduce the fundamental objects
of quantum information theory by providing a set of axioms for arbitrary finite dimensional
quantum systems. Just as for classical information theory, the physical details of how such
quantum systems arise will not concern us: we will treat the underlying physics as a black box



providing us the basic ‘rules’ of quantum mechanics. In this course we will be guided by a number
of natural questions about the nature of quantum mechanics.

The first six lectures of the course are spent on an exposition of the formalism of quantum
states and quantum operations, providing an answer to the question

What is a quantum system and what constitutes a quantum information processing
procedure?

Since we are classical agents ourselves, one could be tempted to think that since we only
observe the classical outcomes of protocols and experiments, we only have to care about classical
correlations.

What is the difference between quantum and classical correlations?

Fundamentally quantum correlation is known as entanglement. We will see how so-called Bell
games allow one to distinguish between classical correlations and correlations arising from
entangled quantum systems. Entanglement turns out to be an important resource for information
theoretic tasks, and we will see two basic communication examples known as teleportation and
superdense coding.

In the second half of the course, we introduce quantum information theory. The first main
question we address is

What is quantum information?

We answer this by relating the notion of quantum information to compression of quantum
sources into qubits. This leads to the notion of entropy, which is a measure for the amount of
information in a source. We then study the properties of various entropic quantities, leading to a
‘calculus’ of quantum information theory.

The next broad question we will address is

How do we obtain reliable protocols from noisy resources?

This question is also one of the central problems of classical information theory, as discussed
above: how can we communicate reliably and at a high rate over a noisy channel? As a concrete
example, we will see how in the quantum setting we can obtain ‘pure’ entanglement from a noisy
source. We study a more advanced quantum information processing task called state merging,
which unifies a number of important protocols. After that, we study the rate at which we can
reliably send quantum information over a noisy quantum channel.

The final question we address is

How can quantum mechanics be used for privacy?

We will see how the special properties of quantum mechanics can be used for secure cryptography.
The intuition is that one can in general not obtain classical information about a quantum system
without disturbing it, and that this allows one to detect eavesdroppers.

Of course, our answers to each of these questions is only a beginning! They are the starting
point to deep and diverse fields of research with many beautiful results and open questions.

General references

There are many good books and lecture notes on quantum information theory. A modern classic
is Quantum computation and quantum information by Nielsen and Chuang [31], which starts
from the basics and offers an excellent introduction to both quantum computation and quantum



information. Newer textbooks are Quantum information theory by Wilde [47] which covers a
wide range of topics in quantum Shannon theory, the more mathematically oriented The theory
of quantum information by Watrous [45] and Quantum information theory by Renes [38] which
offers an operational perspective and covers topics in one-shot information theory. A useful set
of physics lecture notes on quantum computation and information are due to Preskill [37].

The standard reference work for classical information theory is [12]. A charming and insightful
textbook is [29]. Finally, [17] is a popular science book on information theory and is recommended
reading.

Structure of the lectures

Each lecture has at its start a table with a brief summary of the main concepts and results of
the lecture. At the end of every lecture there is an outlook, containing references both to sources
for a more detailed treatment of the material as well as references to more further results related
to the topic of the lecture. We also provide citations to some of the original works where these
concepts were developed, without attempting to give a comprehensive overview. These references
are intended to allow interested students to read further or find inspiration for a thesis topic and
are optional reading. Crucially, there are also exercises at the end of each lecture! The exercises
range from basic computations to more advanced problems which introduce new concepts and
are roughly ordered by conceptual difficulty. The computational questions are such that one does
not require a computer or calculator to solve them. Doing exercises is the best way to learn the
subject; you are encouraged to try as many as possible!

Prerequisites

This course has been offered in master programs in Mathematics, Quantum Information Science,
Computer Science, I'T Security, and Physics at the Universities of Amsterdam, Bochum, and
Copenhagen. A basic knowledge of linear algebra is required. We briefly introduce relevant
facts from linear algebra in Appendix A. Ideally, students have previously taken an introductory
course in quantum computing, quantum mechanics, or similar.
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Lecture 1

Bit and qubit: quantum states

Concept Math translation
Quantum system Hilbert space H
Quantum state A density matrix is a positive (semidefinite) operator p with trace 1.

Pure states are given by p = [¢)(¢]| for |[¢) € H.

Classical probability distributions are diagonal density matrices.

Measurement p(z) with > p(z) =1 and p(z) > 0.

Probability of outcome x is tr[u(z)p].

We start with some intuition of what a (quantum) bit is supposed to be. Later in this lecture
we will develop a precise version!

The basic unit of classical information theory is the bit. A bit is something which can take two
values. In practice, say in a computer, this could be whether a current is present or not, or whether
a tiny magnet is pointing upward or downward, etc. However, for the purpose of information
theory, the physical details are completely immaterial, and we simply mark the two states with
values 0 or 1. A single bit is a random variable that can take value 0 with probability pg, and
value 1 with probability p;. For this to make sense, we require the normalization py + p; = 1,
since with probability 1 we have one of the two outcomes.

When studying actual physical systems of certain (very small) currents or magnets, physicists
have found that such systems behave in a fundamentally different way than ordinary random
variable, and are described by the rules of quantum mechanics. So, when we want to know the
fundamental theory of information we need to study sources producing quantum states and
decide what information means in this context.

In quantum mechanics, the generalization of the bit is the qubit. Here, we should think of the
two outcomes as vectors which we will call |0) and |1)

o) w0

and the qubit can be in a superposition

al0) + 8|1) = (5) .



It turns out that we have to allow the numbers o and S to be complex numbers a, 8 € C. The
correct normalization condition in this case is |a|? + |8]?> = 1. We can not directly ‘observe’ the
state of the qubit. If we measure whether the qubit is in state |0) or |1), we find outcome 0 with
probability po = |a|? and outcome 1 with probability p; = |3|?. However, we can also choose a
different basis of C? and measure in that basis, and in that case the measurement probabilities are
to be calculated in that basis. We will see that this leads to substantially different properties than
a classical bit with probabilities pp and p;. In order to understand this, and to develop a theory
of quantum information, we will begin by developing a formalism describing quantum systems
which gives a unified way to describe both quantum mechanics and classical probability. In fact,
what we described above was a pure quantum state, and we will define a more general notion
which encompasses both pure quantum states and classical random variables. We will introduce
the fundamental objects of quantum information theory by providing a set of axioms for arbitrary
finite dimensional quantum systems. Just as for classical information theory, the physical details
of how such quantum systems arise will not concern us: we will treat the underlying physics as a
black box providing us the basic ‘rules’ of quantum mechanics.

Hilbert space

The state space of a quantum mechanical system is a complex Hilbert space H. In this course
we will restrict to finite dimensional complex Hilbert spaces,! which are simply complex vector
spaces together with an inner product (-|-). We postulate this as our first axiom of quantum
mechanics:

Axiom 1 (Hilbert space). To every quantum system we associate a Hilbert space H.

If the dimension of the Hilbert space is d we may identify # = C%, with the standard inner
product. A quantum system with Hilbert space C¢ can be thought of as one which has d possible
distinct ‘states’. In Section 1.1 we will see precisely what we mean by a state.

We will use bra-ket notation. We denote vectors in the Hilbert space as |¢). The Hilbert
space of dual vectors H* consists of linear maps % — C. We use the notation ()| € H* where (1|
is the functional on H mapping

) = (¥]d).

The vector |¢) is called the ‘ket’ and (¢)| the ‘bra’. Note that this notation is such that applying
a ‘bra’ (] to a ‘ket’ |¢) gives the ‘bracket’ inner product (¥|¢), so

(Wllo) = (¥l9).

This is perhaps a little abstract, but remember that you can always think of [¢)) as a column
vector and (¢ as a row vector. If we have Hilbert space C?, then

Yo
w—| "

Ya—1

If the vector space is infinite dimensional, there is the additional condition of completeness, which requires
that any Cauchy sequence has a converging subsequence. This condition is always satisfied in finite dimensional
complex inner product spaces.

10



where ¢; € C. Then

W= (% o - G

and
d R
(Wlo) =D it
i=1

We introduce the following notation for the standard basis of C¢:

0
0
|0>: 0 |1>: 0 |d_1>:
0 0 1
So, if
Yo
(1
)y =1 .
Ya—1
then we may also write this as
d—1
) = Z%W
i=0

Finally, it will sometimes be useful to think of |1)) as the linear map C — H which maps z € C
to z[¢). This is natural, because a d-dimensional column vector can also be seen as a d x 1
matrix.

Example 1.1. The simplest nontrivial Hilbert space is C?. This is known as a qubit, and it has

a basis given by
1 0
0) = and |1) = 5
0=(;) = w-(})

This is the quantum version of a (classical) bit which can take values 0 and 1.

Most of the mathematics involved in quantum information theory (and quantum mechanics
more generally) is linear algebra. In Appendix A we review the background in linear algebra
that we need in these lectures. Here is a table with the concepts reviewed and the notation we
will typically use for them throughout the lectures:

11




Concept Notation
Hilbert space HC, ...
Inner product (v|w)

Standard basis for C?

|0),[1),...,]d —1)

Linear maps (operators, matrices) from #H to K

M,N, ... Lin(H,K),
Lin(H) = Lin(H, H)

Positive (semidefinite) matrices

P,Q,... € PSD(H),

PQ>0
Unitary matrices and isometries U, V,...€ UH) or Isom(H, K)
Identity matrix 1
Adjoint (conjugate transpose) and transpose Mt M !
Trace tr[M]

We will use the words ‘linear map’, ‘(linear) operator’ and ‘matrix’ more or less interchangeably,
and denote the set of linear operators between H and K (or matrices, after choosing a basis) by

Lin(#, K), or Lin(#) if X = K. Important classes of linear operators are:

e Hermitian matrices: M € Lin(#) is Hermitian (or self-adjoint) if Mt = M.

e Positive matrices: P € Lin(#) is positive (or positive semidefinite) if (1| P|¢) > 0 for all

1 € H. The set of positive matrices is denoted by PSD(H).

e Unitary matrices: U € Lin(#) is unitary if UTU = 1 (so U~ = UT). The set of unitary

matrices is denoted by U(H).

e Isometries: V € Lin(#,K) is an isometry if VIV = 1. The set of isometries is denoted
by Isom(H, ). When H = K then these are the same as the unitaries: Isom(H,H) = U(H).

e Projections: P € Lin(H) is a projection if P = Pt and P? = P.

In Appendix A we review these notions and notation in more detail. Even if you are already
familiar with the relevant linear algebra, it may be helpful to have a look at this appendix to
familiarize yourself with the conventions and notation we choose! Especially helpful facts are
the spectral theorem for Hermitian matrices, in Theorem A.1 and the characterization of positive

matrices in Lemma A.2.

1.1 Quantum states

We now introduce the fundamental object of quantum information theory. We give a fairly
abstract definition, after which we will explain why this definition is sensible and how it relates

to perhaps more familiar notions of probabilities and quantum states.

Definition 1.2. A density matriz (or density operator) is a positive operator p € PSD(H)

with tr[p] = 1. We denote the set of density matrices on H by

S(H) = {p € PSD(H) : tr[p]

—1}.

The importance of such density matrices is our next axiom of quantum theory:

12




Axiom 2 (Quantum states). The state of a quantum system with Hilbert space H is described
by a density matrix p € S(H).

In light of Axiom 2 we will refer to a density matrix p as a quantum state and use the terms
‘density matrix’ and ‘quantum state’ interchangeably. While Axiom 2 is quite compact, it already
contains a lot of information! To unpack this, we will start by investigating two important special
cases of quantum states.

Classical states

Our formalism should generalize probability and information theory, and it should at least
contain probabilities as a special case. What do we mean by ‘probability theory’? We restrict to
probability theory on finite sets (corresponding to our working assumption of finite dimensional
Hilbert spaces). If we denote by ¥ the finite set of outcomes, then a probability distribution
assigns a real number p(z) > 0 to each outcome = € ¥, and these numbers need to sum to 1. In
other words, the collection of probability distributions on X is

P(X) = {p : ¥ — R>¢ such that Zp(x) = 1}.

T€EY

Often we also write p, = p(z) and say that {p,}.ex is a probability distribution.

Example 1.3. A die has outcomes in the set ¥ = {(-J, (3, (3, €3, €, 69}, If we have a fair die, then
we have the probability distribution p = {p;},ex with

p(@) =p) =pE) = p@) = p&) = p@) = /6.

How can we relate probability distributions to quantum states? Suppose that H is a Hilbert
space and we have basis vectors |x) € H for all possible outcomes x € 3. Then we can associate
to any probability distribution p € P(X) the quantum state p = > s p(z)|z)(z| € S(H). Often
such a Hilbert space and basis comes about naturally.

For example, the standard basis of the Hilbert space of a qubit, H = C2, is labeled by the
possible values of an ordinary bit, ¥ = {0, 1}, and the standard basis of # = C? is labeled by
¥ ={0,1,...,d —1}. In general, if ¥ is any finite set, we write % = C> for a Hilbert space with
an orthonormal basis |z) labeled by the elements x € ¥. The vectors in H are “formal” linear
combinations of these basis vectors:

Cc* = {|v) = Zvﬂx}:vx G(C},

TeEX

with inner product

(vjw) = Zﬁww
€Y
When ¥ = {0,...,d—1} then this is nothing but C?. We call the basis |z) labeled by elements = €
> the standard basis or computational basis.

In quantum information, it can be useful to work with Hilbert spaces that come with such a
distinguished basis. Sometimes this is just a calculation tool, but more often than not the basis
states are used to store some classical data (such as a message that one would like to transmit,
encrypt, or compute with, the outcomes of a measurement, etc.). For this reason we call quantum
states that arise from probability distributions “classical” quantum states:

13




Definition 1.4 (Classical states). Let ¥ be a finite set. A quantum state p on H = C¥ is called
classical if it is of the form

p=">_ p(z)z)(z] (L.1)

€Y

where p € P(X) is an arbitrary probability distribution. In other words, the classical states are
precisely those with a density matrix that is diagonal with respect to the standard basis.

For example, the uniform die of Example 1.3 would be described by the density matrix

1/6

1 /6

p=gl= é(!@@l + )@+ @ E + EE + B)E -+ ) =

1/6

on the Hilbert space C* with basis labeled by ¥ = {0, 3,(J,E3,E, 63}. In general, we need to
choose an order of the elements in X to write down a matrix representation. Here this did not
matter, because the probability distribution is uniform and so all probabilities are the same.

Pure states

Given a vector |¢) € H which has unit norm, so (|¢)) = 1, we can let p = [¢)(¢|. It is clear
that p € PSD(H) by Lemma A.2. It is also normalized, as

tr[p] = trf|y) (] = (WlY) = 1.

Therefore, p is a quantum state. Such states are called pure states.

Definition 1.5. A quantum state p € S(H) is a pure state if there exists ) € H such that
p =|¥)(¥|. A state which is not pure is called mized.

If we have a pure state p = [1)(¥| we will (in a slight abuse of language) also refer to |¢) as
a pure state.

There is a redundancy in |1) as a description of the state: multiplying |¢) with a phase does not
change the associated density matrix, since if we let |¢) = €?|¢) for § € R, then |¢)(¢| = |[4) ()]
To get rid of this redundancy is one reason to consider the density operator p instead of the
vector [1).

One can develop a theory of quantum mechanics just using pure states (and maybe you
have seen this in a previous course on quantum mechanics or quantum computing!). You can
think of a pure state as one which is in a ‘deterministic’ quantum state, i.e. there is no classical
randomness. This also motivated why it is desirable to also consider states that are mixed.

Note that the pure state p = |¢)(¢)| is a projection onto the one-dimensional space spanned
by [¢). You may prove the following lemma in Exercise 1.18.

Lemma 1.6. Let p € S(H). The following are equivalent:

(a) p is a pure state.
(b) p has rank one.

(c) p is a projection.

14



Example 1.7. As an example of pure qubit states, consider |0) and |1) on the qubit Hilbert
space H = C?. The corresponding density matrices are

ro><0\:<(1) 3) \1><1r=(g f)

) = al0) + B|1) with o, 8 € C, |a|* + |B]> =1

More generally, if we let

be an arbitrary normalized vector, we get

g (1ol aB
p = [4)(¥] (aﬁ W).

For instance, [¢)) = %(]0) +4|1)) gives density matrix

General states

We now consider a general quantum state p € S(H). By Lemma A.2, because p is positive, we
may write an eigendecomposition

d
p=> pilthi) (il (1.2)
i=1
where p; > 0 are the eigenvalues and where the [1;) form a basis of eigenvectors. Moreover, since
we may compute the trace using the basis {|1;)}%_; (in which p is a diagonal matrix), the fact
that tr[p] = 1 is equivalent to the condition

d
Zpi =1
i=1

In other words, the eigenvalues p = {p;}{_, define a probability distribution. This leads to the
following interpretation of the state p: it describes a situation where we have the pure state
|1;) with probability p;. For instance, you may think of some device which prepares a quantum
state if we push a button. What the device does is that, upon pushing the button, it samples
(classically!) according to the probability distribution p. If it samples outcome i it prepares the
pure state |1;). This situation would be described by the density matrix in Eq. (1.2). However,
there is an important caveat here: this interpretation is not unique! Any decomposition

p=_qjlp;) el

jeJ
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where the |¢;) are pure states (but not necessarily pairwise orthogonal!) and ¢; > 0 gives rise to
such an interpretation! Indeed, if we again compute

1—WM—§:%UW?@M—§:%

jeJ f jeJ

we see that {g;},ecs is a probability distribution. Hence we can also think of p as also describing
the situation where have the pure state |¢;) with probability ¢;. This is a first fundamental
difference between probability distributions and quantum states.

Remark 1.8. The decomposition in Eq. (1.2) looks similar to our definition of classical states.
However, what is crucial for classical states is that they are diagonal in the standard basis,
whereas the basis in Eq. (1.2) depends on the state p and will in general be a different basis.

Example 1.9. For any Hilbert space ‘H of dimension d we may define the mazimally mized state

This can be decomposed as
1
T=) Slei) (el
j=1

for any choice of basis {|ej>}§l:1 of H. In other words, if we pick a basis vector uniformly at
random then we get the maximally mixed state, independent of which basis we consider.

Recall that a subset X of a (real or complex) vector space V is called convez if for any
two xg, 1 € X it holds that for all 0 <t <1

xp =try + (1 —t)xo € X.

This means that if we draw a line segment between the points x¢ and z1, this line segment is
contained in X. We say that x; is a convexr combination of xg and x1. The extreme points of a
convex set X are the elements x € X which have the following property: if one writes x as a
convex combination

x =tz + (1 —t)xg for xo,z1 € X,

with 0 < t < 1, then g = 1 = . In other words, an extreme point is one that cannot be
written as a nontrivial convex combination of elements in X.

The set of probability distributions P(X) is a convex set known as the probability simplex. For
a bit, P({0,1}) C R? is simply the line segment connecting the deterministic distributions ((1))
and ((1)), which are the two extreme poins. Similarly, P({0,1,2}) C R? is a triangle, and so forth.

What is the shape of the set of quantum states?

Lemma 1.10. The set S(H) C Lin(H) is convex. The set of its extreme points coincides with
the set of pure states.

The proof is Exercise 1.10.
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Qubits and the Bloch sphere

As we saw in Example 1.1 and Example 1.7 the most basic quantum system is a system with
Hilbert space C? (a one-dimensional Hilbert space is trivial), which we call a qubit. One of
the most useful skills for a quantum information theorist is to have a good grasp of this basic
quantum system, as it will function as a building block for larger quantum systems. So, we will
now very explicitly parametrize and visualize qubit states. The following matrices

) IR (VR () IR

form a basis of the real vector space of Hermitian matrices. The matrices X,Y, and Z are
traceless. These matrices are called the Pauli matrices. They have a number of properties which
are very useful in computations. First of all, they are Hermitian as well as unitary, and therefore
they square to the identity:

X?=Y?=27%=1.

Moreover, X,Y, Z have eigenvalues +1. They anticommute and multiply in the following cyclic
manner

XY =-YX=14, YZ=-YZ=iX, ZX=-XZ=1Y.

This implies that the trace of a product of two different Pauli operators is zero, e.g. tr[XY] = 0.
Check for yourself that these properties are indeed valid!
We can expand an arbitrary Hermitian operator p € Lin(C?) with tr[p] = 1 as

1

1 1+2z x—1
p:2(1l+asX+yY+zZ):< y)

r+iy 1—2z

where x,y, z € R (using that X,Y, Z, I are a basis of the real vector space of Hermitian matrices,
and X,Y, Z are traceless).

When is p > 0 and therefore a quantum state? If A\;, Ao € R denote the two eigenvalues of p,
then tr[p] = A1 + A2 = 1. This means that at least one of A1, Ao must be positive. Therefore,
p > 0 if and only if A\j Ay = det(p) > 0. We compute the determinant to be

det(p) = 1 (1+2)(1 = 2) = @z + i) @ —i9)) = 7(1 2% 3 — )
so p > 0 if and only if the vector? 7 = (z,vy, ) has norm at most 1. In other words, the states of
a qubit are parametrized by a solid ball of radius one in R3. This is known as the Bloch ball, and
the vector  is called the Bloch vector.

When is the state pure? The answer follows from Lemma 1.6: this is the case if and only if
we have one eigenvalue equal to 1 and one equal to 0, so if and only if det(p(7)) = 0, which is
equivalent to the vector 7 being a unit vector. Thus, the pure states of a qubit are parameterized
by the unit sphere in R3, called the Bloch sphere.? We summarize:

We write 7 for vectors in the real vector space R® and write the inner product between 7 and § as 7- § to
avoid confusion with complex Hilbert spaces for which we use bra-ket notation.

3Note that this is different from the characterization of pure states by unit vectors in C2, which would correspond
to the unit sphere in C* = R*. If you want to be mathematical about this, the Bloch sphere corresponds to an
identification of the complex projective space CP' with the two-dimensional real sphere S2.
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Lemma 1.11 (Bloch ball and sphere). Any state p € S(C?) of a qubit can be written in the form
1
pzi(I+r$X+er+rzZ), (1.3)

where 7 = (Ei) is an arbitrary vector of norm ||F|| < 1. Moreover, p is pure if and only if ||7]| = 1.

We denote the density matriz corresponding to 7 by p(7).

We can visualize the situation as follows:

1)

The interior of the Bloch ball represents mixed states. In particular, the center ¥ = (0,0,0)
corresponds to the maximally mixed state p(7) = 7 = 2. A vector = (0,0,2p — 1) on the z-axis
with p € [0, 1] corresponds to the classical state

1(1+(2p—1) 0 p 0
<H<2p1>z>:2< 0 1(2p1)>:<0 1p>.

This is a classical bit taking values 0 and 1 with probabilities p and 1 — p, respectively.
Let us see which states are on the intersection of the axes with the sphere:

z-axis: 7= (0,0,1): |0) 7=(0,0,—1): |1)

I+ = (10,05 ) =

1 1
— —(|0) —14|1)).
7 \@“ ) —il1))
This gives three different bases of C2, which we will refer to as the X, Y, and Z bases. This is
because the X-basis, with 7= (£1,0,0), consists of the eigenvectors |+) of the Pauli X matrix.
Similarly, 77 = (0,+£1,0) corresponds to the eigenvectors |+i) of the Pauli Y matrix, and the
Z-basis, with 7= (0,0,£1), is given by the eigenvectors |0), |1) of the Pauli Z matrix.

| =

p:

z-axis: 7= (1,0,0): |4+) = 2(\0> —1[1))

S
S

y-axis: 7= (0,1,0) : |[+i) = —=(]|0) 4+ ¢|1)) 7=(0,-1,0): |—i) =

1.2 Measurements

When we manipulate quantum states, and we ‘observe’ them, in practice using some measurement
device, the information we obtain is classical. So, our formalism requires a notion of measurements,
which converts quantum systems to classical outcomes. We will first give a rather formal definition,
and then describe a special case for pure states which you may already be familiar with or at
least will provide further intuition.
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Definition 1.12 (Measurement). A measurement or positive operator valued measure (POVM) on
a Hilbert space H with a set of outcomes € is a collection of operators p = {u(x) € PSD(H)}zcn
such that

Z pu(x) = 1.

€N

We denote by Meas(H,2) the set of measurements on H with outcomes in .

Often we will also write p; = u(x) and say that {{s}zco is a measurement. Note that this
definition implies that for each x we have 0 < p(z) < 1. This in turn means that each pu(z) is
Hermitian and has eigenvalues between 0 and 1.

This looks similar to a probability distribution, except that u(x) is an operator and not a
number. However, we can apply the measurement to a quantum state to obtain a probability
distribution of classical outcomes. This is described in the following axiom:

Axiom 3 (Measurement). When performing a measurement p € Meas(H, 2) on a quantum state
p € S(H), we observe outcome x € 2 with probability

p(z) = trlu(z)p]-

We will use the following graphical notation for a measurement, where time reads from left
to right. Lines or arrows indicate the presence of a quantum system, and double lines or arrows
indicate that we have classical outcomes:

X

p — u —> outcome x € ()

Example 1.13. Again, we take a qubit. We consider outcomes 0 and 1, and let

It is clear that this defines a measurement. If we measure the state p = [¢)(¢| for |¢p) = |0), it is
easy to see that the probability of outcomes is

If we instead measure |¢) = |+), we find

p(0) = 10015 1) + 1) f01+ 1) = 3

and

(1) = 11015 10)+ 1)) (01 + 1) | = 5

As a final example, consider the maximally mixed state 7. Then

p0) = 00131 = 5 = u D31 =p),

We see that this measurement does not distinguish between |+) and the maximally mixed state!
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Basis measurements and projective measurements

We now generalize the construction of a measurement in Example 1.13. Choose an arbitrary
basis {|es)}zeq of H. Then we can construct a measurement with set of outcomes €2 by taking

w(x) = leg)(ey| for z € Q.

It is clear that these operators define a measurement since for any basis

> le){es] = 1.

z€Q

Such a measurement is called a basis measurement and is the most important special case of a
measurement. In particular, for a quantum system with standard basis |z) labeled by x € ¥ we
can always perform a standard basis measurement by taking Q2 = ¥ and p(z) = |z)(x|.

Lemma 1.14 (Born’s rule). If we have a quantum state p € S(H) and we perform a basis
measurement pu(z) = |eg)(ex|, we observe outcome x € Q with probability

p(z) = {es|ples).

In particular, if p = |¢) (1| is a pure state with

W}> = Z %!%%

el

then
p(z) = [¢al.
Proof. This is an immediate consequence of Eq. (A.2):
p(x) = trfles){ea|p] = (exlplea).
When p = ) (] with 3, cq sle), then

p(@) = (eall) (¥llex) = [(Vlea)|” = [l O

Finally, a slightly more general special case is where the measurement operators p(x) are all
projections, so p(z) = P,. This is called a projective measurement or projection-valued measure
(PVM). The condition that the measurement operators sum to the identity implies that the image
of the different measurement operators must be orthogonal, and the images of the operators P,
must together span all of H.

1.2.1 Qubit measurements

We return to our basic model: the qubit. What measurements are possible for a qubit? We
will restrict to basis measurements for simplicity. You may verify the details of the following in
Exercise 1.20. Up to phases (which are in any case not important) a choice of basis corresponds
to an axis (i.e., a line through the origin) of the Bloch ball. This axis intersects the Bloch sphere
in two pure states. For example, the z-axis gives a basis measurement in |0), |1), the z-axis gives
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measurement in the |+), |—) basis, etc. In general, given 7 = (z,y, z) with ||7]] = 1, the state
with —7 is orthogonal, so

F<o>—p<f>—;<“z ””‘y> mn—m—m—i(l‘z ‘“”“y) (1.4)

c+iy 1—=z2 —rz—1y 14z

defines a general qubit basis measurement. In Exercise 1.20 you will show that when performing
this measurement on a quantum state with Bloch vector § = (2, 4/, 2’), then the probability of
obtaining outcome 0 is given by

1,

14——7“-§:1~|—f(wfn'+yy'+zz’)
2 2 2 ’

N[ —

Geometrically, - § is the projection of the Bloch vector of the state onto the axis defining the
measurement. This is consistent what we found in Example 1.13: we saw that if we measure in
the standard Z-basis, we get a fixed outcome when we measure |0), but a completely random
(uncertain) outcome when we measure |+). Similarly, if we measure |0) in the X-basis, we get a
uniformly random outcome, whereas we get a fixed outcome when we measure |+).

In Exercise 1.19, you can show an uncertainty relation for qubits, which establishes a precise
quantitative tradeoff between the uncertainty in the two measurement outcomes. In particular,
there exists no quantum state for which both outcomes of an X and Z measurement are certain!
This is a second fundamental difference between probability distributions and quantum states.

1.2.2 Measurements map quantum states to classical values

Our general definition of a ‘measurement’ and the corresponding Axiom 3 may seem to come
out of thin air. To give it some motivation, we shall argue that it is a natural notion given our
definition of a quantum state. What should be the most basic requirements a measurement must
satisfy? It is clear that it should assign to any quantum state p a probability distribution p,
that describes the probabilities p,(x) of observing any outcome z € Q. Secondly, consider the
situation where have state p; with probability p; and state ps with probability ps (again, you
may think of a device preparing, by making a random choice, either state p; or state ps). Then
it is reasonable to expect that the probability of obtaining outcome z is given by the mixture of
the probabilities of obtaining outcome x for p; and ps:

Pp() = P1Dp, (%) + p2pp, (x)  for z € Q,

or simply p, = p1pp, + P2pp,. These two demands lead to our notion of measurement!

Lemma 1.15. Suppose that we have a set of outcomes 2, a Hilbert space H, and for any
state p € S(H) a probability distribution p, € P(2) such that the following holds:

Dp = P1Pp1 + DP2Pps  for any mizture p = p1p1 + pap2 of states pi, p2 € S(H)
Then there exists a measurement j: @ — PSD(H) such that we have for all z €
Pp(x) = tr[u(z)p].
You can prove this in Exercise 1.17. Lemma 1.15 leaves open whether allowing any such

measurement is physically reasonable. Later in the course we will provide evidence for this,
by showing that any measurement can be constructed from a simpler set of operations (that
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you might already be familiar with from a previous course in quantum mechanics or quantum
computing).

What happens to the quantum state after it has been measured? An important feature of
quantum mechanics is that it is not possible to perform measurements on arbitrary states without
altering the state. This is sometimes known as collapse of the wave function. In this formulation,
it is typically assumed that in the case of a basis measurement, upon receiving outcome x, the
state has collapsed to the post-measurement state |x).

However, for now we will take the perspective that the measurement is destructive and that
the quantum state completely disappears after the measurement, leaving us only with the classical
information about which outcome has occurred. In a later lecture, when we model quantum
processes more generally, we will see how one can model general post-measurement states and
prove that it is not possible to perform measurements without altering the state.

At this point, we summarize the objects we have introduced, and which symbols we conven-
tionally use to denote them.

Concept Notation
Quantum state p,0,...€S(H)

Pure quantum state o), [),...eH
Maximally mixed state on H = C% T = %
Measurement with outcomes z € 2 W, v, ... € Meas(H, )

p={p(@)}oco or {Hatoco
Probability distributions D,q,... € P(X)
p = {p()}zes or {pz}aes

Outlook

The material in this lecture is covered in many textbooks and lecture notes. Standard modern
introductions to the formalism of quantum mechanics from the perspective of information theory
and computer science are [31,45,47]|. A detailed description of the geometry of the set of quantum
states, and applications to quantum information theory, can be found in [3]. An early exposition
of the formalism of mixed quantum states is given by von Neumann in [43].

In this course we restrict ourselves to finite dimensional Hilbert spaces. For many models of
the physics of quantum mechanical systems it is important to use infinite dimensional Hilbert
spaces. For example, one may have a quantum particle that can have a position on a continuous
space. At a fundamental level, models of particle physics (quantum field theories) always are
based on infinite dimensional Hilbert spaces. One can indeed also develop quantum information
theory for infinite dimensional systems. In the infinite dimensional setting, the most basic model
is the harmonic oscillator. This is the starting point for continuous variable quantum information.
A textbook with a discussion on quantum information in infinite dimensional systems is [22].
An operator algebraic perspective on quantum information, suitable for infinite dimensional
systems, is given in [32]. While fundamental physics often requires infinite dimensional systems,
for information processing purposes it is in many cases reasonable to restrict to a finite number
of possible states, and thereby reduce to a finite dimensional Hilbert space. This not dissimilar
to classical information and computer science: while electrical currents take continuous variables,
one may do information processing and computation using a discrete set of current values (say
‘on’ or ‘off’). Nevertheless, there are interesting phenomena in quantum information theory which
are of a fundamentally infinite dimensional nature!
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A fundamental aspect of quantum theory we have glossed over in this lecture is the interpre-
tation of quantum mechanics. From its conception, quantum mechanics has been the subject of
a debate on what quantum mechanics is supposed to mean precisely. What does it mean when
we say that a quantum system is in some ‘state’? What happens to the state when we measure?
Why does measurement have a special status in quantum theory?

In the first half of the twentieth century, many physicists where unsatisfied with the formalism
of quantum mechanics, and saw it as an ‘effective’ model which should really have some classical
underlying description where there is a fixed classical description of states. However, not only
have physical models using the set-up of the quantum mechanical formalism have been very
successful in describing the world, there is actually strong experimental evidence that the physical
world is fundamentally quantum mechanical (more about this in Lecture 3!). There are various
‘competing’ interpretations of quantum mechanics, which have different ideas on what the status
of a quantum state is and what the role of measurements is. Some of the main interpretations
are the Copenhagen interpretation [33|, the many-worlds interpretation [13], pilot wave theory
[4] and Bayesian interpretations [16]. While a fascinating debate, we will completely ignore these
questions and just learn how to understand the quantum world given the rules of the game (i.e.
the axioms defined in this lecture). This is known as the ‘shut up and calculate’ approach to
quantum mechanics [30], see also [1].

1.3 Exercises
1.1 Hermitian matrices:

(a) If M € Lin(C?), how can you compute the eigenvalues of M from det M and tr M?

(b) Verify that the eigenvalues of the Pauli matrices X,Y,Z are £1 and compute the
eigenvectors. Hint: Page 18.

(c) Consider the matrix H = |0)(0| + |+)(+|, where |[+) = -1 (]0) 4+ [1)). Compute its
eigenvectors and eigenvalues.

S

1.2 Eigenvalue basics:

(a) Suppose that M =Y a;|¢;)(1;|. Show that when the [i);) are orthogonal then they are
eigenvectors of M. Show that when the |¢;) are orthonormal then the numbers a; are
eigenvalues of M. Are these assumption necessary?

(b) Compute the eigenvalues and eigenvectors of the matrix

1 0 0 1

0 -1 0
M =

0o -1 1 0

1 0 0 1

Hint: You can avoid computing the determinant of a 4 by 4 matriz!
(c) Compute the eigenvalues and eigenvectors of the matrices

Hy

(cos& —sind
’ H2 -

sinf cos@

0
0

) 6 € [0,2n]
0
1

O = O O

1
3
0
0

o O =N

23



1.3

1.4

1.5

1.6

1.7

1.8

1.9

Quantum states: Consider the following operators in Lin(C?).

1 0 1(2 1 1{1 -1 1/(1 2
1= ) 2 = 35 ) 3 = 3 ) 4 = = .
P 10 =3 11 P 2\-1 1 Pr=3 2 1

(a) Which of the p; are density matrices? Which correspond to pure states?
(b) Write the p; in bra-ket notation.
(c) Write a spectral decomposition for those p; that are Hermitian.

Trace versus inner product: Let M = |¢)(¢|, N = |¢)(¢]| for |¢),|p) € H. Verify the
following relation: tr[MN] = |(1|¢)|?.

Mixed states and measurements: Suppose that p € S(H) is a mixture
pP= Zpipi
i

where the p; form a probability distribution and p; € S(H). Let u be a measurement on H
with outcomes z € ). Show that the following two procedures lead to the same outcome
distribution of measurement outcomes:

(a) Measure the state p using p.
(b) Sample i from the distribution p; and measure the state p; using p.

Mixed states as probabilistic mixtures: For each of the following scenarios, write down
the density matrix that results from the described procedure. Write down the density matrix
both in bra-ket notation and in matrix form. All systems are qubits.

(a) Alice flips a fair coin. If the coin is heads, they prepare the state |0). If the coin lands
tails, they prepare |[+). You receive the state (but not the result of the coin toss).

(b) Alice measures the state |0) in the X-basis, with outcomes + and —. Upon finding
outcome +, they prepare the state |0), while upon finding — they prepare |1). You
receive the state (but not the measurement outcome).

(c) Alice source has the state %(](D + 2|1)) and measures in the standard basis. If they
obtain outcome 0, they prepare the state |0). If they obtain outcome 1, they prepare |+)
with probability £ and |—) with probability 3.

Spectral theorem: Using the spectral theorem for Hermitian matrices (Theorem A.1),
show that any Hermitian matrix can be diagonalized by a unitary matrix. That is, show
that for any M € Lin(C?) with MT = M, there exists a unitary matrix U € U(C?) and a
diagonal matrix A € Lin(C?) such that

M = UAU".

Positive numbers and positive matrices:

(a) Give an example of a matrix such that each of the entries is positive, but the matrix is
not positive.
(b) Give an example of positive matrices P, () such that their product PQ is not positive.

Criteria for positive definiteness: Show a matrix P is positive definite, meaning
(| P|yp) > 0 for all ¢ € H, if and only if it is Hermitian and has strictly positive eigenvalues.
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1.10

1.11

1.12

1.13

1.14

1.15

Convexity of S(H): This question is about the set of density matrices S(H) C Lin(H).
The goal is to prove Lemma 1.10.

(a) Prove that S(H) is a convex subset of the vector space Lin(H).

(b) Show that any state which is not pure is not extremal.

(c) Show that every pure state is extremal. Hint: Suppose that p = |¢){(¢| is pure and
can be written as a conver combination, compute 1 = tr[p] = (Y|p|yp) and use the
Cauchy-Schwarz inequality.

These statements together prove Lemma 1.10.

Functions of operators:

(a) Show that if P € PSD(H), there is a unique PSD operator v/ P which squares to P.
(b) Let F': C — C be a polynomial

d
F(t)=> exth .
k=0

We can extend the definition of F' to matrices M € Lin(#), by setting
) d
F(M) =Y cpeM*.
k=0

Show that, if M is diagonalisable with eigenvalues {\;}]_; then F(M) is also diagonal-
isable with eigenvalues {F'(\;)}i_;. Argue that F'(M) is equal to F'(M) as defined in
Eq. (A.4). [IMW: The definition there is only for Hermitian M. Maybe we should state

it for normal operators, to also cover unitaries.|
(c) Argue that if M € Lin(#) is Hermitian, then U = e is unitary for every 6 € R.

Projections: Let P € Lin(H) be a linear map. Show that P is a projection (a Hermitian
operator satisfying P2 = P) if and only if P can be written as

pP= le)(wil

where the |1);) are a basis for im(P).

Extending an isometry to a unitary: Suppose that H and K are Hilbert spaces, where
‘H is a subspace of K, and V : H — K is an isometry. Show that there exists a unitary
U € U(K) such that U|y) = V|¢) for all [¢p) € H.

Functionals of matrices: Show that if f : Lin(#H) — C is a linear function, there must
exist a unique X € Lin(H) such that f(Y) = tr[XY]. Next, show that f maps positive
operators to R> if and only if X > 0.

Decompositions of operators:

(a) Show that you can write any Hermitian M € Lin(H) as M = P — @ where P,(Q €
PSD(H).

(b) Show that you can write any operator M € Lin(H) as M = Nj + iN2 where N; and
Ny are Hermitian.

25



1.16

1.17

1.18

1.19

1.20

Criteria for positive semidefiniteness: Prove Lemma A.2. Hint: To prove the implication
(a) = (b) you may find it useful to take the complex conjugate of the expression in (a), and
consider the matriz M = i(P — PY). What special property does M have?

The most general measurement: Prove Lemma 1.15.
Hint: First use Exercise 1.15 to show that, for any fixed x, p — p,(z) extends to a linear
map, and then use Exercise 1.1/.

Pure states as projection operators: Prove Lemma 1.6.

Uncertainty relation: Given a two-outcome measurement p € Meas(H,{0,1}) and a
state p € S(H), define the bias by

B(p) = |tr[u(0)p] — tr[u(1)p]|.

(a) Show that 8 € [0, 1], that 8 = 1 iff the measurement outcome is certain, and that 5 =0
iff the outcome is uniformly random (for the given measurement and state).

In class, we discussed how to measure a qubit in the standard (Z) basis |0),|1) and also in
the X basis |[+), |—). Let 8z and Bx denote the bias for these two measurements.

(b) Compute 8z(p) and Bx(p) in terms of the Bloch vector of the qubit state p.
(c) Show that 8%(p) + 8% (p) < 1. Why is this called an uncertainty relation?

Measurements and the Bloch sphere: This question is concerned with measurements of
a qubit states.

(a) If 7= (x,y, z) with ||F]| = 1, show that the pure quantum states corresponding to 7 and
—7 are orthogonal, and that they are eigenvectors with eigenvalues +1 of the operator

X +yY + 22

(b) Conclude that pr as given in Eq. (1.4) defines a two-outcome measurement.
(¢) Now, consider a state parametrized by §= (2/,4/,2’) in the Bloch ball. Show that the
probability of obtaining outcome 0 from the measurement pz is given by

p(0)=1+

1 1
5 F-§:§+f(xx'—|—yy'—|—zz’).

2

N |

Hint: Use that tr[M N] =0 if M and N are different Pauli operators.

(d) Consider the following set-up: You have access to a source producing an unknown state p,
and you can do arbitrary qubit measurements. You can repeat many times, with different
measurement settings; each time you receive the same state p. You would like to learn
the state p, that is you would like to learn §= (2, %/, 2’) such that p ~ p(5). Suppose you
measure N times along the z-axis (so using 7= (0,0, 1)), obtaining Ny times outcome 0
and Ny times outcome N7. What values do you expect for No/N and Ny /N for large N?

(e) Argue that a reasonable estimate for 2’ is given by

No — Ny
N

(f) Describe a procedure to estimate the unknown state p.
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1.21 Expectation values of observables: The following question reviews measurements from
a slightly different perspective from this course. If you have studied physics you may be
familiar with this approach. An observable on a quantum system is by definition a Hermitian
operator on the corresponding Hilbert space H.

(a) Let p € Meas(H,2) be a projective measurement with outcomes in the real numbers,
i.e., a finite subset 2 C R. Show that the following operator is an observable:

0= Zx,u(m) (1.5)

In fact, this is always an eigendecomposition, but you need not prove this.
(b) Argue that, conversely, any observable can be written as in Eq. (1.5) for some suitable .
(c) Now suppose that the system is in state p and we perform the measurement p. Show
that the ezpectation value of the measurement outcome is given by tr[pO].
For a pure state p = |¢) (1|, this can also be written as (1/|O|¢). Do you recognize these
formulas from your quantum mechanics class?
(d) Consider an arbitrary qubit observable O = tI + s, X + s,Y + s,Z. Compute its
expectation value in a state with Bloch vector 7.

27



Lecture 2

Multiple quantum systems

Concept Math translation
Joint system of Alice and Bob Tensor product Hilbert space Ha ® Hp.
Restricting to a subsystem The partial trace pg = trp[pas].

Lemma 2.10: for any state p4 there exists
a purification |pagr) such that pa is its
reduced state on A.

Every state can be realized as re-
duced state of a pure state.

Theorem 2.13: Schmidt decomposition

Entanglement for pure states |paB) = Z silei)| fi)-

)

Definition 2.15: states which can not be

Entanglement for mixed states ; .
& x written as a mixture of product states.

In the previous lecture we have seen how to describe a quantum system. From the perspective
of information theory we may think of a device, preparing some quantum state, and of a
measurement device. The natural next step is that our device may be a source producing a
sequence of quantum states. Or, we may have multiple devices, perhaps in different laboratories,
all generating quantum states. This begs the question: how do we describe multiple (qu)bits? In
the classical case, this is rather intuitive: suppose we have n bits, then we can describe these as
strings of bits of length n. The joint system assigns a probability to each string, for which we in
total have 2" possibilities. More generally, if we have classical random variables with outcome
sets 21, ..., 2y, then their joint distribution is a probability distribution on the product set

ElxzzX...in:{(l‘l,...,xn)2$jsz}.

The generalization of this to quantum systems is given by the tensor product. This is defined in
detail in Appendix A.2. The easiest way to think about the tensor product of Hilbert spaces is
that it has a product basis. If #; has a basis |z;) labeled by x; € ¥;, then their tensor product

HIQH2® - @ Hp,
has a product basis
|Z1, .., Tp) = |21) @ -+ @ |xy)

labeled by tuples or strings = (x1,...,2,) € 31 X Xg X ... X X,,. By counting the number of
basis vectors we see that dim(H; ® ... ® Hy) = dim(Hq) - - - dim(H,).
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Axiom 4 (Multiple systems). If we have n quantum systems, with Hilbert spaces Hi, ..., Hp,
then the joint system has associated Hilbert space H1 ® - - - ® H,,.

Example 2.1. If we have two qubits, the joint Hilbert space C? ® C? is 4-dimensional and has
the standard product basis

|00), |01),]10), [11)

labeled by the four bitstrings of length two. We typically order the basis lexicographically (as we
did here). Similarly, the Hilbert space of n qubits is (C?)®" has the standard product basis

|z1...2y) for x1,...,2, € {0,1}

labeled by the bitstrings of length n. This Hilbert space has dimension dim((C?)®") = 2". In
general, the dimension of the joint Hilbert space grows exponentially in the number of systems.

To keep track of different quantum systems (which are also called quantum registers
or variables), we will label them as A, B,C,... and denote the associated Hilbert spaces
as Ha,Hp,Hc, ... and their dimensions as |A|, |B|,|C]|, ... Often, these quantum systems come
with distinguished standard bases, labeled by sets 34, 3p, .... For quantum systems which
are always in a classical state (for instance because we use them to keep track of measurement
outcomes), we will often use the letters X,Y,... to label the system to clarify the different
interpretation of the systems. It will often be helpful in reasoning about such quantum systems
to antropomorphize them, so we will refer to Alice, Bob, and Charlie as holding the respective
quantum systems A, B, C in their quantum computers or laboratories. Formulated this way,
Axiom 4 states that if Alice and Bob have quantum systems A and B with Hilbert spaces H 4
and Hp, respectively, their joint system AB has Hilbert space Hap = Ha ® Hp. We will also
write Lin(A) = Lin(Ha), S(A) = S(Ha), PSD(A) = PSD(H4) etc. We use subscripts more
generally to indicate the systems that mathematical objects relate to. For instance, we write
paB € S(AB) for a quantum state shared by Alice and Bob, 14 € Meas(A4, §2) for a measurement
on Alice’s quantum system, and Mp € Lin(B) for an operator acting on Bob’s Hilbert space,
and we use Yap = X4 X Xp to label the product basis of a joint system.

Concept Notation
Agent Alice, Bob, Charlie, ...
Quantum system A B, C,...
Hilbert space Ha,Hp, Hc, ...
Quantum state PA, PBs PCs PAB, PABC - - -
Alphabet of symbols YA, BB, X,
Basis la), |b), |c), ... fora € ¥4,b € Xp,c€ X¢,...
Dimensions |Al,|B|,|C|,... (ie., |A] == dim(Ha) = |X4])
Classical systems X,Y,... (with alphabets Y x, ¥y, etc.)

What are the possible states of a joint system? An easy way to construct is by taking the
tensor product of states of the subsystems. For concreteness, we define this in the case of two
subsystems.
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Definition 2.2. Let A and B be quantum systems. States of the form p = ps ® pp for p4 € S(A)
and pp € S(B) are called product states. A state which is not a product state is called correlated.

For instance, if we have a pure state |1)4) ® |¢p) then this is a product state. We will
sometimes use the abbreviation

[Wa)los) = [ha) @ |¢B),

which is quite common in the literature.

If there are more than two systems then we extend the definition in the obvious way by saying
that a state pa,..a, € S(A1...Ay) is a product state (between systems Ay, ..., Ay) if it can be
written as pa, ® ... ® pa, for pa, € S(4;).

We can also build joint states from joint probability distributions. Given a joint probability
distribution pxy € P(XY), which associates a probability pxy (x, y) to each pair (z,y) € ¥x XXy,
the corresponding classical state of XY is

pxy = Y pxy (@ y)le,y) @,y = pxy (@, y)lz) (@] @ |y)(yl,

and any classical joint state is of this form. The state pxy is a product state if and only if the
two random variables X and Y are independent under the distribution pxy. See Exercise 2.4.
Thus we can think of product states as the quantum generalization of independence in probability
theory. Most quantum states are neither classical nor product states.

We will now give a few concrete example of quantum states on two-qubit systems. These

examples will be useful to illustrate various concepts throughout this book, as archetypes of
different types of correlations between quantum systems.
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Example 2.3. Suppose Alice and Bob both have a qubit, so H4 = Hp = C?. Then their joint
Hilbert space is Hap = C? ® C2. They could for example share one of the basis states [00), |01),
|10), or |11). These are pure product states. Another example would be if they both have a |+)
state

+a ks = (7500 + 1)) ® (=0 + 1))

1
=3 (]00) + [01) + [10) 4 |11)).
This is also a pure product state (but not a classical state).

A classical state that is not a product state is maximally correlated state, which corresponds
to two bits which are both equal to 0 or both equal to 1, with probability % each:

745 = 5(100){00] + [11)(11)) = 2(0)(0] ® [0) 0] + 11| @ [1)1],

We can write this out as a matrix in the lexicographically ordered basis |00), |01), [10),|11):

0
0
OAB = §
0
0

o O o O
= o o O

o O o =

A famous state that is neither classical nor a product state is the maximally entangled state
(which will come back to haunt us throughout the whole book!). It is given by

1
2a) = 5 (100) + 1)
The density matrix is
1
pap = |®4p) (245 = 5(100)(00] +]00)(11] + [11)(00] + [11)(11]).
We can write this out as a matrix in the lexicographically ordered basis |00), |01), [10),|11):
PAB = 5

0 0
0 0
0 0
0 0

= O o =
= o O =

Recall that |00) = |0) ® |0), so [00)(00] = (|0) ® |0))({0] ® (0]) = [0)(0] ® |0){0]| etc. This means
that we can equivalently write the density matrix as

(10)(0] ® |0)(0] + |0) (1 @ |0) (1] + [1){0] @ [1){0] + [1){1] @ [1){1]).

N | —

PAB =

The maximally entangled state is not a product state! We will prove this later this lecture.
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2.1 The partial trace

Suppose we have a quantum state p4p on quantum systems A and B shared by Alice and Bob.
We imagine that Alice and Bob have separated laboratories, so Alice has no access to the B
system and can only manipulate the A system. Two closely related questions arise.

(a) Given that Alice only has access to system A, what does the set of measurements Alice
can perform look like?
(b) The A system Alice has control over is itself a quantum system and there should be a

description of a state p4 only on the subsystem A, i.e., without reference to B.

Let us first describe what measurements Alice (and Bob) can do locally. Given a measurement
pa = {pa(z)}zeq € Meas(A, Q) that Alice would like to perform on her system, a natural
candidate is to extend it to the following measurement on AB which ‘does nothing’ on the B
system:

pa @1 :={pua(z) @ 1p:xz € Q}.

This is indeed a measurement on the whole system since

Z/LA(LE) ®1p = (Z,wx(@) RIp=1a®1p=14ap

e e

and tensor products of positive operators are positive by Lemma A.6. This answers the first
question (a). More generally, if Alice and Bob each separately perform measurements p4 and pp
with outcome sets 21 and 2o, respectively, this corresponds to a measurement on AB given by

pa @ pp = {pa(z1) ® pp(re) : (v1,72) € Q1 x Qa}

In Exercise 2.7 you will verify that the outcome probabilities for Alice do not depend on the
choice of measurement for Bob.

Let us now use this to reconstruct what is the appropriate description for Alice’s state p4 if
the overall system is in some joint state pap. We would clearly like to have

tr{pa(z)pal = tr[(pa(z) @ 15)pas]

for any possible measurement operator pu4(x). We compute this trace by choosing bases |a)
of H4 and |b) of Hp and using the product basis |ab) = |a) ® |b) to compute the trace:

rl(ia(@) @ 1p)oasl = 3 (abl(ua(e) © 1s)paslat)
acAbeB

= Z<a\,u,4(x)(ﬂ,4 ® (b])pap(La @ |b))|a)
a,b

= Z<G‘MA(CU) (Z(HA @ (b)) pap(la ® ‘b>)> |a).
a b

Here, 14 ® |b) is an operator from H4 to Ha @ Hp, and 14 ® (b] is its adjoint, mapping Ha @ Hp
to Ha. See Remark A.7 for more details. We have used that |ab) = |a) @ [b) = (14 ® |b))]a)
(verify for yourself that this equation makes sense!). Thus, if we define

pai=> (1a® (b|)pan(la® b)) (2.1)
b
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then this operator satisfies exactly the desired relation:

tr[(pa(z) @ 1p)pap] = trlua(z)pal. (2.2)

The expression in Eq. (2.1) looks similar to a trace, except we only ‘trace out’ the B system.
This motivates the following definition:

Definition 2.4 (Partial trace and reduced state). Suppose A and B are systems with Hilbert
spaces H 4 and Hp and choose a basis |b) for Hp. Let Map € Lin(AB). Then we define the
partial trace over B of Map to be

trp[Mag) =Y (14 ® (0))Map(1a ® |b)).
b

If pap € S(AB), then we write pg = trg[pap]. We call p4 € S(A) the reduced state of pap on A.

As you can verify in Exercise 2.8, the reduced state p4 is not only consistent with reproducing
the correct measurement outcomes when measuring on A as in Eq. (2.2), it is also uniquely
determined by this requirement and hence the only prescription which leads to the correct
outcomes for all measurements. Thus we have answered the second question (b).

Let us make the partial trace more explicit. If we also choose a basis |a) for H4, then it
follows directly from the definition that the matrix entries of the partial trace are given by

(al trp[Map)la’) = (a] S (La ® (b)) Map (14 ® [B)|a') = 3 (ab| Map|a'b).
b b

In other words, if we expand M4p in the product basis as
Map= Y Y Mayawylab)(dV],
a,a’€eAbY EB

then the partial trace is given by

trp[Mag] = Y Maupasla)(d| = <Z Mab,a,b> la)(d’). (2.3)
b

a,a’,b a,a’
For tensor product operators Map = N4 ® Op, the partial trace is given by the natural formula
tI‘B[NA@OB] :NAtI‘[OB] :tr[OB] Ny. (2.4)

This follows from Eq. (2.3), since in this case Map,ary = Noar Ob,b’ and Zb Meaparp = My,or tr[Op].
Since every operator can be written as a linear combination of tensor product operators, this
formula is sufficient to compute partial traces of arbitrary operators. Moreover, it shows that our
notation for the reduced states is compatible with our notation for product states: if pap = pa®pn
then p4 and pp are the reduced states of A and B, respectively.

We have the following basic properties:

Lemma 2.5 (Properties of the partial trace). (a) The map trp: Lin(AB) — Lin(A) is linear.
(b) For any Ny € Lin(A) and Map € Lin(AB), we have

tr[(NA X HB)MAB] = tl“[NA tI'B[MABH

(¢) The partial trace does not depend on the choice of basis B.
(d) For any Map € Lin(AB) we have tr[trg[Mag]] = tr[Mag].
(e) If Pap € PSD(AB), then trg[Pap] € PSD(A).
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Proof.  (a) The formula in the definition of trp[Mp] is linear in M4p.

(b) This is precisely the same calculation that led to Eq. (2.2), with M4p in place of p4p and
with N4 in place of pa(z).

(¢) From (b) we know that
tr[(NA ® HB)MAB] = tr[NA tI‘B[MABH.

Since the left-hand side does not depend on a choice of basis, neither does the right-hand
side. Since the equation holds for all Ny € Lin(A), by Exercise 1.14 this completely
determines trp[M4p] which is therefore also independent of a choice of basis.

(d) This follows from (b) using Ny = 14.
(e) By Lemma A.2 it suffices to show that
tr[Qatrp[Pag]] > 0 for all Q4 € PSD(A).
Now, if Q4 > 0, then Q4®1p > 0 by Lemma A.6 so applying first (b) and then Lemma A.2
tr[Qa trp[Pag]] = tr[(Qa ® 1p)Pap] > 0. O

Note that (b) is a generalization of our observations on measurements on reduced systems.
Moreover, (d) and (e) prove that if pap € S(AB), then p4 = trplpan] € S(A).

Example 2.6. Suppose Alice and Bob share a maximally entangled state |®7 5) = %(|00) +|11)).

What is Alice’s reduced state? Using either Eq. (2.3) or Eq. (2.4), we see that the partial trace
over B is given by

pa = trslpan] = 5 tri{100) (00] +]00)(11| + [11){00] + [11)(11]
= 20)(0] + [1)(1]) = 1.4

For example, |00)(00| = |0)(0] ® |0)(0| contributes |0)(0[, while |00)(11] = [0)(1] ® |0)(1| maps to
zero under the partial trace since we have an off-diagonal term on B. We see that the reduced
state of the maximally entangles state is the maximally mized state on Alice’s system! However,
this state also describes the situation where Alice has a classical bit, with equal probability equal
to zero or one. If Alice can not communicate with Bob in any way, she can not see the difference
between these two scenarios!

We learn an important lesson from this example: if we have a state which is not pure, this may
either arise through some form of classical randomness (as a classical mixture of pure states) but
it may also reflect ignorance of another quantum system while the global state is pure.

In conclusion, we see three sources of mized states in our formalism of quantum mechanics:

Concept Math translation

If we receive p, with probability p(x), the state
is described by p = > p(x)ps.

Even if the full state |t 4p5) is a pure state, the
reduced state p4 can be mixed.

Probabilistic mixtures

Restricting to a subsystem

If we perform a measurement p on p we get
outcome z with probability p(x) = tru(x)p)].
This probability distribution can be described by
the classical state o = Y p(z)|z)(x|.

Measurement
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We will often need to manipulate reduced states and partial traces. Here are some more
useful properties of the partial trace. The proof is Exercise 2.11.

Lemma 2.7 (More properties of the partial trace). Let Map € Lin(AB).

(a) For any Np € Lin(B) we have trp[(14 ® Np)Map| = trg[Map(1la ® Np)].
(b) For unitary Up € U(B) we have trg[(14 @ Ug)Map(1la ® U};)} = trg[Map|.

(c) trg[Ma ® Mg| = tr[Mp]|M4 for M4 € Lin(A), Mp € Lin(B). [MW: This is now stated in
Eq. (2.4), so we can remove it soon.|

(d) For Ny € Lin(A,C4) and Na € Lin(Cs, A) we have

trp[(N1 ® 15)Map(N2 ® 15)] = N1 trp[Mag]|Na.
(e) If we have quantum systems A, B, and C, and an operator Mapc € Lin(ABC) then

trpltrc[Mapcl] = trec[Mapc)-

Marginal distributions

For classical states, the partial trace reduces to a familiar concept. Suppose we have a classical
joint state

pxy = Y pxv (@ y)le,y) (@, yl = pxy(e,y)z) (x| @ |y)(yl,

z,Yy €,y

where pxy € P(XY) is some joint probability distribution on Xx x Xy. If we compute the
reduced density matrix on X by taking the partial trace over Y, we get

px = try[pxy] =) (ZPXY(%Z/)) @) (] = > px(x)|z)(x],
T Yy T
where px € P(Xx) is the marginal distribution of random variable X, which is given by
px(z) = ZPXY(%?J)
Yy

for x € ¥ x. The interpretation of this formula is clear: the total probability of outcome x is
given by summing over all outcomes (z,y) for arbitrary y.

As mentioned earlier, the two random variables X and Y are independent, meaning that pxy (x,y) =
px (x)py (z), precisely if and only if pxy is a product state, meaning pxy = px ® py.

Another important notion in classical probability theory is that of a conditional probability.
In this case we ask what is the probability of outcome x given that we already know the outcome
on Y is y. This probability is denoted by px), and is computed by

) (z) = pxy(z,y) _ pxv(z,y)
XY=y Py (y) Yo pxy (@, y)

(2.5)

35



Example 2.8. We let X and Y be two bits (i.e., they have outcomes in {0,1}). We can describe
a joint probability distribution as a table of values pxy (z,y), for instance

y=0 y=1

x=0 /5 1/10

r=1 /5 1/2

Then the marginal distribution on X is computed by summing over the rows:

px(0) = pxy(0,0) + pxy(0,1) = /54 1/10 = 3/10
px(1) = pxvy(1,0) + pxy(1,1) = /5 + 1/2 = 7/10.

Compute the marginal distribution py yourself by summing over columns. Are X and Y
independent?

For the conditional probability, we may for instance compute the conditional probability
given y = 1:

_ pxy(0,1) pxv(0,1) _
pX|Y:1(O) T e pey (0D 4 pxy(L1) 1/
pxjy=1(1) = pav(l1) _ pxy(1,1) — 5/6.

py(1)  pxyv(0,1) +pxy(L,1)

In the standard product basis |00), |01), [10), |11) we can write the density matrix corresponding
to pxy

200 0
~1]o100
Y= 1000 0 2 0
0005

with reduced density matrices

1 (30 1(2 0
pPX = —= py = < ;
10\o 7 5\0 3

An important complication of quantum information is that there is no direct generalization
of conditional probabilities for general quantum states. We will come back to this ominuous
remark in [MW: ref].

2.2 Reference systems and purifications

If Alice possesses a quantum state, then it will be useful to be able to see this as the reduced
state of a state on a larger system. For instance, if we have a device producing a state according
to a classical process, it may be useful to separate the classical randomness and keep track in
another reference system of the outcomes of this classical process. To be more precise, if we have
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a decomposition of a quantum state p4 as

pa =Y _ p(x)ps (2.6)
€
for some states p, € S(A) and a probability distribution p on a set {2, we can interpret this as a
probabilistic mixture of quantum states where we have the state p, with probability p(z). This
illustrated by the following quantum information source, which samples z and outputs p, (but
not x): [MW: I find the figures a bit confusing. Also, there is some strange vertical space before
the figure that I can’t get rid of.|

@
x ~ p(z)

— Pz —— pa = p(T)ps
X

We may also introduce a (classical) reference system X = C% and consider the joint state
pax = Y p(x) pr @ [x)(z|x. (2.7)
e

This state models a similar situation, but now we receive the value of x as well:

& Pz
o p) Pa N PAX:§p($)Px®|$><$|

We call a collection {p(z), p, }. and the associated state in Eq. (2.7) an ensemble of quantum
states. It is easy to verify that this state is such that taking the partial trace over X yields p4.
A final distinction is that once we actually receive a specific outcome z, then the state must
be p, (if this is confusing, think of the analogous situation in classical probability: once we have
actually rolled a die and we see the outcome 3, then the die is in the state 3 with probability 1).

One may call the register X ‘side information’: if Alice does not have the register X, the state
is given by p4, but if she also has the side information, she may learn which specific state [, ) she
has. We can also use quantum side information. As a special case, it turns out to be extremely
useful to consider quantum side information such that the total state is pure.

Definition 2.9. Given pg € S(H4), a purification of p4 is a pure state |par) € Ha ® Hpr which
is such that

trr[|PaR)(PAR|] = pa.

The system R is called a reference system or purifying system. We will refer both to |par)
and par := |par)(®ar| as a purification of p4.

Such purifications always exist. This is important for two reasons:

(a) Conceptually, it means the formalism for mixed quantum states we introduced in Lecture 1
is not strictly more general than the formalism for pure quantum states: any mixed state
can be understood as the state of a subsystem of a larger system that is in a pure state.

(b) In many situations it is also simply convenient to take a purification of a mixed state and
reason about this pure state (so in this case the purification is just an artifical construction
which need not reflect the ‘true’ quantum state).
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Lemma 2.10. Every ps € S(Ha) has a purification. The dimension |R| of the purifying system
can be taken to be rank(p,).

Proof. Let r = rank(p4) and let
r—1
pa=> pjlej) (el
§=0
be a spectral decomposition of p4. Let Hr = C” and let

|Par) = z_: VP lej) ®17)-

J=0

Then we can easily verify using Eq. (2.4) that

r—1
trrllar)(@arl] = trr | > v/Bibkles)(exl @ [5) (k]

J,k=0

r—1
= 3 mimrles) (en] ® teflj) (k]

J:k=0
r—1

=Y " pilej)ej| = pa. O
7=0

In Exercise 2.9 you will give an alternative proof of Lemma 2.10, leading to the so-called
standard purification of pa € S(A). This purification is given by the state

> (Vpa©1g)|aa) € Ha® Hr (2.8)

a

where we have chosen a basis |a) for H4 and Hp is a copy of Ha.

Remark 2.11. In the proof of Lemma 2.10 we used the spectral decomposition of p4 to find the
purification. However, we may in fact start with any decomposition of the form

pa= ) pilvi)(yl.
J
Then
> VEils) @ 1)
J
is a purification. As a concrete example, the qubit state

pa= %(I())(O\ + ) (L 1))

has the following purification
1
[®ar) = —=(100) +[+1) +[12)),
where Hp = C3.
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If we have a purification |¢4Rr) of p4 it is easy to see that for any unitary Ugr € U(R) the pure
state (14 ® Ug)|paRr) is also a purification. More generally, if Vz_,g € Isom(R, S) is an isometry
from R to some other quantum system S, it is also true that [45) = (14 ® Vr—s)|par) is again
a purification of p4, now with reference system S. This is in fact all the freedom we have in
choosing purifications: up to isometries purifications are unique!

Lemma 2.12. Suppose |par) and |pas) are purifications of pa. Without loss of generality,
suppose that |R| < |S|. Then there exists an isometry Vr_s € Isom(R, S) such that

(14 ® Vrss)|dar) = [Yas).

In particular, when S = R then the purification is unique up a unitary Ur € U(R).

The proof of Lemma 2.12 relies on a very useful tool called the Schmidt decomposition, which
we discuss in the next section. We will then give a proof sketch of Lemma 2.12 at the end of that
section. You can fill in all details in Exercise 2.10.

2.3 The Schmidt decomposition

A basic fact from linear algebra, reviewed in Theorem A.4 is that every matrix has a singular
value decomposition. |NMW: Maybe state for matrices, since this is all we use?| That is, given
M e Lin(H, K), there exist bases {|e;)} and {|g;)} of K and H, respectively, as well as positive
numbers s1 > ... > s, > 0 (the singular values of M) such that

)
M =" sjlej){gjl.
j=1

The number of singular values equals r = rank(M)

If we have a bipartite pure quantum state [pap) € H4 ® Hp we may reinterpret the
state |¢hap) as a linear map M in Lin(H*,Hp) and apply the singular value decomposition to
M. This leads directly to the Schmidt decomposition of pure bipartite quantum states.

Theorem 2.13 (Schmidt decomposition). Suppose |vap) € Ha @ Hp is a pure quantum state.
Then there are bases {\eﬁ}}i‘l and {]fj>}|ji|1 of Ha and Hp, and positive numbers s; > sy... >
sr > 0, where r < min(|Al,|BY), such that }; s? =1 and

r

[WaB) = sjle;) ®|f5).

J=1

The numbers si,..., s, are called the Schmidt coefficients and r is called the Schmidt rank.

Proof. The idea is that we interpret [ 45) as a |A| x |B|-matrix and apply Theorem A.4. To
make this completely explicit we choose arbitrary bases |a) and |b) for H4 and Hp and let M be
the |A| x | B| matrix defined by

Mgy = (ablyap)-
We now apply Theorem A.4 to find that

r
M =3 sjle)gil
j=1
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SO

T

where we denote by |f;) the vectors whose entries with respect to the basis |b) are the complex

conjugate of the entries of |g;) (i.e., (bf;) = (blg;) = (g;]b) for all b). Note that {|f;)} is also an
orthonormal basis. We now use that these are the coefficients of our quantum state:

[WaB) =Y Mg la) @ |b)
ab

— Z Z sj |a)(alej) @ |b)(b| f;)

j=1 ab

=3 silep) ®1f5)-

j=1 ab

The fact that the state is normalized implies that j 8j2~ =1. O

To see why this is useful, let us compute the reduced density matrix of pap = [YaB){(¥aB|
on the A and B systems. To compute the reduced density matrix ps we compute the partial
trace over B using Eq. (2.4) (or using the basis {|fi)}):

pa = tre[[vYap) (Y aBl]

= trp Z sjskle;) (ex] @ [ f5) (fxl

jk=1

'
= 53 lej) el
j=1

We see that the reduced density matrix is diagonal in the basis {|e;)} and that its nonzero

eigenvalues equal the squared singular values. This is very similar to the computation in

Lemma 2.10; the state |¢ar) constructed there was already written as a Schmidt decomposition!
If we take the partial trace over A we have (by an analogous calculation)

pp =Y 55| 1){fil-

J=1

We collect this important fact as a lemma.
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Lemma 2.14. If [)ap) is a pure state with Schmidt decomposition
T
[Wap) =D siled) ®|fi),
i=1
then the reduced density matrices of pap = |Yap){(¥ap| are given by

pa=Y sileel and pp=7) sIf){fil-
i=1

=1

In particular, the Schmidt rank and the Schmidt coefficients are uniquely determined are the rank
and the nonzero eigenvalues of the reduced states, respectively.

An important conclusion is that if we have a pure bipartite state, the reduced density matrices
on both subsystems have the same nonzero eigenvalues!

Lemma 2.14 can be used to prove Lemma 2.12. Suppose |par) and [t 45) are two purifications
of pa. Their Schmidt decompositions must have the form

T T

[War) = sile;) ®|f;) and |pag) = s;jlef) @|f)

J=1 J=1

as the Schmidt rank and coefficients are uniquely determined by p4. Suppose for simplicity
that the Schmidt coefficients are all distinct. Then the eigenspaces of p4 are one-dimensional
and it follows that the eigenvectors |e;) and |e§-> are the same up to a phase. By absorbing
the phase into the definition of |f}), we can in fact assume that |e;) = [e}). It follows that
(14 ® VrR—s)[Yar) = [Yas) for any isometry Vg_.s that extends |f;) > |f}). The general case
where the Schmidt coefficients need not all be distinct is discussed in Exercise 2.10.

Another useful consequence of the Schmidt decomposition is that a pure bipartite state |1 4p)
with density matrix p4p is a product state if and only if the reduced density matrix p4 is pure
(or equivalently, pp is pure). We will prove this observation in Lemma 2.16 in the following
section, where we will learn more about states which are not product states!

2.4 Entanglement

Suppose we have a probability distribution with density matrix pxy on classical systems X
and Y. The two random variables are independent if they form a product state pxy = px ® py.
The terminology is fitting, as it means that the outcome on X does not influence the outcome
on Y and vice versa. If X and Y are not independent they are correlated. For instance, we
already saw the maximally correlated state on two qubits

pxy = 5 (100)(00] + [11)(11).

This state is such that the reduced density matrices on X and Y are maximally mixed. As soon

as we learn the outcome of X however, we know that ¥ must have the same outcome. We will

now discuss a differnt kind of ‘non-classical’ correlations, so-called entanglement. The existence of

entanglement creates fundamental differences between classical and quantum information theory.
A classical state on systems X and Y is of the form

pxy = > p(x,y)le) (x| © y)y|

T,y
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In particular, we see that it is a convex combination of the product states |z){x| ® |y){(y|. The
next definition captures a wider class of the states where the correlations between A and B are
of a classical nature.

Definition 2.15. A state pap € S(AB) is separable if there exists a collection of density matrices
paz € S(A), ppr € S(B) for x €  and a probability distribution p € P(Q) for some set Q such
that

PAB = Z P(x)pAz ® pPBa-
€N

A state is called entangled if it is not separable.

Clearly, any classical state is separable. Entangled states are therefore a class of non-classical
states. In particular, if a state pap is entangled, there is no choice of basis for A and B such
that the state is classical in that basis. More generally, the class of separable states between
Alice and Bob is the class of states they can prepare in the following way:

(a) Alice and Bob generate some shared classical random variable with an outcome x € €.

(b) Based on their random outcome x Alice prepares state p4 , and Bob prepares pp ;.

PAz [

7~ p(x) = PAB

PBax [

From this interpretation we see that separable states form a natural class of states where the
correlations between Alice and Bob are of a classical rather than quantum nature.

Let us investigate the notions of entanglement and separability for pure states. In this case,
the condition simplifies significantly:

Lemma 2.16. A pure state |ap) € Ha ® Hp is separable if and only if it is is a product state
|YaB) = |Ya) ®|¥B) for |a) € Ha and |YB) € Hp. In particular, a pure state pap is entangled
if and only if the reduced density matriz pa (or pp) is not pure.

Proof. If |YaB) = |ta) ® |p) then clearly
paB = [YaB)(Yap| = [$a)(Ya| © |¢B) (V5]

is a product state and hence separable. For the converse, by Lemma 1.10 pure states are extremal
in the set of states, and therefore if a pure state pap = [bap)(¥ap| is a convex combination of
product states, it must be a product state itself. If

[YaB)(YaB| = paB = pa @ pB

then we must have 1 = rank(pap) = rank(p4) rank(pp) (see Lemma A.6) so p4 and pp must
have rank one and hence pa = [¢4)(¢a| and pp = [¢B) (Y| s0 [Yap) = [Ya) ® [VB). O

As an example of an entangled state we saw the mazimally entangled state of a pair of qubits
in Examples 2.3 and 2.6. We now give a general definition of maximally entangled states.
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Definition 2.17. We say that a state pap € S(AB) is mazimally entangled state if pap is pure

and both reduced states are maximally mixed, that is, p4 = % and pp = ‘%‘.

Lemma 2.16 implies that the maximally entangled states are indeed entangled, since their
reduced states are maximally mixed — in stark contrast to the unentangled pure states, which
only have a single nonzero Schmidt coefficient. This gives a first explanation for the terminology
“maximally entangled”.

By the Schmidt decomposition (Lemma 2.14), a pure state is maximally entangled if and only
if its Schmidt rank is d and its Schmidt coefficients are all equal to 1/v/d, where d = |A| = |B|.

In particular, maximally entangled states exist if and only if |A| = | B|, and they take the form
1

[®hp) = 7Z’€j>®|fj> €EHa®@Hp (2.9)
Vd =

where {]ej>}?:1 and {|fj>}?:1 are bases of H4 and Hp, with d = |A| = |B|. For example,
when H4 = Hp = C? and we use the standard basis for both, we get

d—1
iy IZ\m yeCleC? (2.10)

Some useful properties are the following, which you will prove in Exercise 2.12

Lemma 2.18. Let |®% ) be the mazimally entangled state in Eq. (2.9) and let pap = |95 5) (7 5].

(a) The reduced density matrices are mazimally mized: py = éﬂA.
(b) For any d x d matriz M, we have (M @ 15)|®}5) = (14 ® M;)|<I>XB>.
(c¢) For any two dxd-matrices M, N we have (®} 5| Ma®Np|®{5) = Ltr {MTN} =1tr [MNT] .

When Ha = Hp = C? and we use the standard basis then the notation is clear. In general, the
T . o
operators Ma, Mg, etc. are defined with respect to the same bases as in Eq. (2.9). For example,

Ma =340 Maaled) e, while Ng =73 1 No|fo){fwl-

The statement of (b) is known as the transpose trick. Again, both the maximally entangled
state in Eq. (2.9) and the transpose in Lemma 2.18 depend on the choice of bases. However, there
is some redundancy. For instance, if U is any unitary with real entries, so U = U and U =U f,
by the transpose trick we have (U ® U)\CDX B) = \@z g)- For example, for a pair of qubits we have

(\00> 1) = (\++> [==))

Sl
%\

by applying the unitary



Outlook

Entanglement for mixed states

The Schmidt decomposition gives essentially a complete understanding of entanglement of
bipartite pure states. In particular, given a pure bipartite quantum state it is easy to decide
whether the state is entangled: one only needs to compute the Schmidt decomposition and verify
whether the state is a product state.

The situation is markedly different for bipartite mixed states. The definition of entanglement
is somewhat implicit: to determine whether a state is entangled we have to prove that there is
no decomposition into a convex combination of product states. It turns out that determining
whether a given bipartite quantum state is entangled is NP-hard [18]. This means that any known
algorithm which always succeeds in determining separability is exponential in the dimension of
the Hilbert spaces of Alice and Bob. This is a classical problem: the input is a description of the
state pap as a matrix. Furthermore, the size of this matrix is itself exponential in the number of
qubits Alice and Bob share!

This means that in practice any approach to quantify mixed state entanglement is either
computationally inefficient, or it must ‘fail’ on certain instances. That is, there are measures
which are easy to compute but which do not give a conclusive answer. There are a number of
useful ways to ‘witness’ that a state is entangled. The most well-known is the negativity, or PPT
criterion [35]. Here, one applies a transpose operation to the density matrix p4p, but only to the
Alice’s system to get the partial transpose I'4(pap). If the resulting matrix is no longer positive,
pap must have been entangled. If I' 4(pap) > 0, the result is inconclusive: psp could be either
entangled or separable. You can explore this in Exercise 2.16.

A different approach to quantifying entanglement is the extendibility criterion [14]. Here
the idea is that if a state pap is separable, there must exist a state 0 4p, B, Wwhere B; and By
are copies of the B system such that cap, = pap and oap, = pap. If you can prove that no
such extension of psp exists, the state must be entangled. You can also ask whether there are
extensions to more than two systems; i.e., whether there exists o4p, .. B, such that oap, = pan
for all # =1,...,n. This leads to a complete criterion for entanglement: a state is separable if
and only if it has extensions oap, . g, for all n.

If you want to learn more about mixed state entanglement, a good review is [24].

Multipartite entanglement

Another extension is to study entanglement for states on more than two parties. For example,
one can study pure states [papc) for three parties Alice, Bob and Charlie. This is complicated
and not very well understood; in contrast to the bipartite case it is not even quite clear what
the right definitions to study are! For example: what is the right notion of a ‘product state’?
One can either take states |pa)|pp)|¢c) which are a product over the three parties, or states
like |pap)|dc) which are a bipartite product state between some partition of the parties.

An approach to study multipartite entanglement that is not very satisfying from an information
theoretic point of view, but has the advantage of being amenable to mathematical analysis, is
to study transformations between states under arbitrary product transformations. That is, we
consider transformations of the form

[Yapc) = (Ma® Mp ® Mc)|paBc) (2.11)

where M4, Mp and Mg are arbitrary linear maps on the A, B and C' systems. Such transforma-
tions can be realized using SLOCC' protocols which use local quantum operations (LO), classical
communication (CC), but also postselection (S for stochastic). Postselection on a measurement
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outcome means that one repeats a protocol, until one obtains the desired outcome; this typically
makes such protocols infeasible in practice due to the number of required repetitions. We will
discuss LOCC (so without postselection) in Lecture 5.

Given this notion of SLOCC one can now say that two states |p4pc) have differing multi-
partite entanglement if there is no SLOCC transformation between them. Under this notion of
multipartite entanglement, the situation for three qubits is completely understood [15]. In that
case, one can have a bipartite entangled state between two of the parties. Beyond that, there are
only two different multipartite entangled states: the GHZ-state and the W-state:

1
V3

1

IGHZ) = 7

(|000) +|111))  and  |W) (|100) 4 010) + [001)).

In general (so if we have more parties, or the parties have arbitrary dimensions) there is no
complete classification, but there are mathematical tools to study SLOCC transformations [44].

An important application of quantum information theory is to study the structure of the type
of quantum systems one encounters in real physical systems. These will consist of many quantum
particles (say electrons in a strongly correlated system). A mathematical tool for representing
such quantum states are tensor networks. They impose a certain entanglement structure to
the particle, where entanglement is spatially local, and they are closely related to the SLOCC
transformations defined in Eq. (2.11). Reviews of the theory of tensor networks can be found in
[9,49], see |7] for an explanation of the relation to multipartite entanglement.

The quantum marginal problem

In this lecture we saw that given a state pspc, we can compute reduced density matrices such
as pap and ppo. One could also ask a reverse question: given states pap and ppc, does there
exist a global state 0 4pc with the reduced density matrices o4 = pap and ogc = ppc. This
is known as the quantum marginal problem.

As a concrete example: does there exist a state 0 4pc on three qubits such that the reduced
states 0 4p and oo are both maximally entangled? The answer is no! You can show this in
Exercise 2.17.

One can also investigate the same question with larger collections of parties. Solving the
marginal problem would be very powerful, as it would allow one to reduce computational problems
involving many particles (such as appear in quantum chemistry or condensed matter physics)
to local problems as was already observed by Coulson in [11]. He argued that if one could
characterize the possible collections of marginals, one could use this to efficiently compute
energies of large interacting quantum mechanical systems. However, the quantum marginal
problem is computationally hard [27,28|. Indeed, it is QMA-complete, meaning that we do not
expect it to be solvable efficiently on a quantum computer.

2.5 Exercises
2.1 Bipartite states, bra-ket notation and partial traces: If we have a tensor product C% @

C% and we would like to write a vector |v) € C% ® C% as an element of C11% we order the
product standard basis C* @ C% lexicographically, as we also did in Example 2.1. ! For

!This order is similar to the way you order a dictionary. Formally: (i1,12) < (j1,72) for i1,51 € {0,...,d1 — 1}
and ’iz,jz S {0,...,d2 —1} if 71 <j1 or 71 =j2 and 7o <j2.
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instance, under this ordering we may identify |01) € C? ® C? with

e C?,

o O = O

because |01) is the second basis vector in the lexicographically ordered list |00), |01), [10), |11).

(a) Let |¢ap) € Hap = Ha ® Hp = C?> @ C? be the vector given by

[YaB) = —=

S_‘
w
— O = O O

in the lexicographically ordered product basis. Write [)4p) in bra-ket notation in the
product basis |ab) for Hap.
(b) Let |parp) € Harp = Ha @ Hp = C3 ® C? be the vector given by

\parpr) =

Sl
w
_— O R O O

in the lexicographically ordered product basis. Write |¢4/p/) in bra-ket notation in the
computational basis for H 4/pr.

(c) Continuing the last exercise, let Varp/_, 4p denote the isometry H 450 — Hap that swaps
the two subsystems (mapping |zy) — |yx) for z € {0,1,2} and y € {0,1}). Write down
Varpaploarp) € Hap as a 6-dimensional vector as well as in bra-ket notation.

(d) Let pap = [YaB)(¥aB| and oap = |parp)(dap| Compute the reduced density
matrices pa, pp, o4 and opr.

2.2 Maximally entangled states: Let A and B be qubit systems.

(a) Tet [W35) = (14—} — |—+). Show that [¥3,) = = (]10) — [on)).
(b) Let |®}5) = %(\OO>—|—|11>) be a maximally entangled state. Show that for any Uy € U(A)

and Up € U(B), the reduced states of [¢pap) = (Usa ® Up)|®};5) on both A and on B
are maximally mixed.

2.3 Marginal distributions: Let X and Y be bits with joint probability distribution pxy
given by

1 1 3
pxv(0,0) = pxy(1,1) = T pxy(0,1) = 3 pxy(1,0) = 3
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2.5

2.6

2.7

2.8

(a) Compute the probability distributions px and py.
(b) Compute the marginal distribution pxy—o.
(c) Are X and Y independent? Prove your claim.

Independence and product states: Show that if pxy is a probability distribution then X
and Y are independent (recall this means pxy (z,y) = px(z)py (y) for all z,y) if and only if
the corresponding density matrix pxy is a product state, i.e. pxy = px ® py.

Tensor products of operators: This exercise studies tensor products of linear operators:
if M € Lin(H), N € Lin(K) then M ® N € Lin(H ® K).

(a) Prove Lemma A.6.

(b) Show that tensor products also preserve other properties: if M € Lin(H) and N € Lin(K)
have one of the properties {Hermitian, projection, unitary} then the tensor product
M ® N has that property as well.

Not product states: Show that the maximally entangled state and the maximally correlated
state on two qubits are both not product states.

Product measurement: For measurements py € Meas(A, Q) and up € Meas(B, 23) on
quantum systems A and B, the product measurement pus @ up € Meas(AB,Q; x Qg) is
defined by, for x1 € 1 and x4 € o,

(A @ pp)(x1,72) := pa(r1) ® pp(ws).
It describes the situation that we perform both measurements, one on each subsystem.

(a) Show that this formula indeed defines a measurement.

(b) Show that if we measure any state pap € S(AB) using the product measurement, then
the marginal probability of Alice’s outcome 1 € €2 is the same as if Bob did not make
any measurement at all. That is, show that it is given by tr[ua(x1)pa] for

Now suppose that Alice and Bob share a maximally entangled state |®7 5) = %(|00) +[11)).

(c) Suppose that Alice and Bob measure in the standard basis. What is the probability
distribution of the outcomes?

(d) suppose that Alice and Bob instead measure in the X-basis |+), |[-). What is the
probability distribution of the outcomes?

(e) In both cases, what does the marginal distribution of the outcomes look like for Alice
and Bob? Relate this to their reduced states. Note that while the measurement outcomes
are correlated, performing local measurements on a maximally entangled state does not
allow Alice and Bob to communicate information.

Uniqueness of partial trace: Suppose that pap € S(AB). Let 04 € S(A) be such that
for an arbitrary measurement pa = {ua(z)}req on A, we have

trpa(@)oa] = tr{(pa(z) ® 1p)pas]-

Argue that o4 = pa = trplpap|. Hint: argue that this condition implies tr[Mapa] =
tr[MAUA] for all M4 € Lin(A).
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2.9

2.10

2.11
2.12

2.13

2.14

2.15

The standard purification: In this exercise you will prove Lemma 2.10 again. Suppose
that pg € S(A). Let |a) be a basis for H4 and let Hr = H4. Show that

> (VA ® 1g)|aa) € Ha ® Hp

a

is a purification of p4. This purification is called the standard purification.

Uniqueness of purifications: The goal of this exercise is to prove Lemma 2.12. Suppose
that pa € S(A), and suppose that [ ar) and |pas) are purifications on systems R, S with
dim(Hg) < dim(Hg). Let

r

q
[ar) =Y siled)lf)  and  [pas) =Y tilgi)|hs)
=1

i=1
be Schmidt decompositions.
(a) Show that r = g and s; = t; for i« = 1,...,r (recall that s7 > so > --- > s, and
t1 >ty > --- >ty in the Schmidt decomposition).
(b) Suppose that the Schmidt spectrum is nondegenerate, meaning that s1 # so # ... # s
Show that we must have |e;)(e;| = |g;){(g:| for i = 1,...,r. Use this to prove Lemma 2.12

in the special case where the spectrum is nondegenerate and moreover dim(Hg) = r.
(c) In the general case, consider the map V € Lin(R, S) given by

V= Z (ejlgi) [ha) (£l

ij=1
Show that (HA®‘7)’¢AR> = ‘¢AS>~ ~
(d) Prove Lemma 2.12. Hint: note that the map V need not be an isometry if r < dim(Hg).
Properties of the partial trace: Prove Lemma 2.7.

Properties of maximally entangled states: Prove Lemma 2.18.

Properties of bipartite systems: Decide whether each of the following statements is true
or false, and provide either a proof or a counterexample.

(a) tra Xap=trg Xup=0= X5 =0.
(b) pa®op € S(AB) if and only if p4 € S(A) and op € S(B).
(¢c) Xa®Yp =Y, ® Xp if and only if X x Y.

Separability: Show that a state pap € S(AB) is separable if and only if there exists a
collection Py, € PSD(A) and Pg, € PSD(B) such that

PAB = ZPA@@)PB@
e

(so as opposed to Definition 2.15, the operators need not have normalized trace).

Purity of quantum states: The purity of a quantum state p is defined as P(p) = tr p?.

(a) For p € S(A), dim#H 4 = d, show that

1
S<P(p)<1.
7 < (p) <

When is equality achieved for each of these bounds?
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2.16

2.17

(b) Let pap € S(A® B) be a pure state with marginal states ps and pp. Show that
P(pa) = P(pp).

The PPT criterion: The partial transpose map T 4 : Lin(C? ® C?) is defined as the linear
extension of

TAX®Y)=X @Y.

In other words, we take the transpose of the operator on the first system and leave the second
unchanged.

(a) Suppose pap € S(AB) is expanded in a basis as

paB =YY paapwla)(a| @ [b)(V].

a,a’ by

Write down an expansion of I'4(pap) in the same basis.
(b) Let A and B be qubit systems, and let psp be the maximally entangled state. Compute
I'a(pap) and write it down as a 4 x 4 matrix in the standard basis.

A state p € S(AB) satisfies the positive partial transpose (PPT) criterion if T'4(p) > 0.

(c) Show that the maximally entangled state is not PPT.

(d) Show that if P4 € PSD(A), then P, € PSD(A).

(e) Prove that if p is a separable state, then p is PPT. Conclude that a state which is not
PPT must be entangled.

(f) Consider the two-qubit states

1
|\IJZB> = ﬁ(\OU — |10>)
|paB) = %(w\00> +101) —4[10) +w|11)) . where w = ™4,

Are these states PPT? Are they entangled or separable? Hint: as a shortcut for the
second state, write

9a5) = 510)(I0) + 1)) + [1)(=il0) + w1)))

How can you now use your result for W, )%
(g) For v € [0,1], define the following family of two qubit states p, € S(C? ® C?):

_ _ 1—v
pv = V|V g (Vapl + — a®lp.

These are called Werner states. Compute the values of v for which p, is PPT.

Comment: On two qubits, the PPT criterion is a necessary and sufficient condition for a
state to be entangled! For general states on C% ® C?, for d > 3, the condition is sufficient
but not necessary.

Marginal problem for maximally entangled states:

(a) Suppose that pap € S(AB). Show that if p4 is pure, then pap = pa®pp. Hint: consider

a purification of pap.
(b) Suppose that papc € S(ABC) and suppose that psap is a pure state. Show that

pPBC = pPB ® pC-
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(¢) Now let papc € S(ABC) be such that both pap and psc are both pure states. Show

that papc = pa ® pp ® pc-
(d) Conclude that there can be no state papc on three qubits such that psp is maximally
entangled and ppc is maximally entangled.
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Lecture 3

Correlations, entanglement and games

Concept Math translation

Bell game: players get questions z,y and
answer a,b according to a probability
p(a,blz,y) where Alice only knows = and
Bob only knows y.

Correlations between two systems

Strategies for the Bell game that only use

Classical correlations
shared randomness.

Quantum strategies for a Bell game, where
Alice and Bob measure their part of an
entangled state. The measurement settings
Quantum correlations depend on the question.

pla,blz,y) = tr| (1 (a) @ 1 (1)) pan)|.

The classical and quantum value of a game
w(G) and w*(G). Lemma 3.4, Theorem 3.5
and Theorem 3.6 show that for the CHSH
Separation between quantum and game

classical correlations

Suppose we have a probability distribution with density matrix pxy on classical systems
X and Y. In the last lecture we introduced the notion of independence, which is equivalent to
the state being a product state pxy = px ® py. The terminology is fitting, as it means that
the outcome on X does not influence the outcome on Y and vice versa. If X and Y are not
independent they are correlated. For instance, we already saw the maximally correlated state on
two qubits

pxy = 5 (100){00] + [11)(11]).

N | —

This state is such that the reduced density matrices on X and Y are maximally mixed. As
soon as we learn the outcome of X however, we know that Y must have the same outcome. In
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this lecture we will investigate what kind of correlations can occur in quantum mechanics. We
will see that there is a way to distinguish between ‘non-classical’ correlations that arise from
entanglement rather than from classical correlations.

Classical versus quantum correlations

Is there a fundamental difference between classical and quantum correlations? In the end, as
classical agents we only have access to statistics of quantum states through measurements. In
principle, we have not yet excluded the possibility that there exists an alternative description
of a quantum system which is purely classical and which exactly reproduces the measurement
statistics. One could wonder whether quantum mechanics is a very effective model for making
experimental predictions, but underneath it is some more elaborate model, with some hidden
variables which is of a classical nature but gives rise to the same predictions as the quantum
mechanical model.

To make this very concrete, consider two maximally entangled qubits between Alice and
Bob [®F ) = %(\00) + |11)). Suppose that Alice and Bob are spatially separated, and Alice
measures her qubit in the standard basis. She will find outcome 0 or 1 with equal probability.
Then, if afterwards Bob also measures his qubit in the standard basis, he will find the same
outcome as Alice found. However, if Alice and Bob would share a mazimally correlated state
pap = 5(]00)(00| 4 [11)(11]), the very same phenomenon happens! If Alice measures in the
standard basis, then with equal probability she will find 0 or 1, and if Bob measures afterwards he
will find the same value. Here, we have the mental model that Alice and Bob either both receive
the state 0 or both the state 1, but that they simply did not know yet which one it was. In other
words, before the measurement there was a hidden variable which determined the state of the
system. We are left with the question: can there be a classical hidden variable model for quantum
mechanics? In other words, is there some way in which the whole framework of quantum theory
we introduced in the previous two lectures can be reduced to classical probability theory? The
answer is a resounding no! It turns out, as first shown by Bell, that there are certain correlations
which can only be explained by quantum theories and not by classical models. To be more
precise, this deals with local hidden variable models. The locality condition refers to the situation
that there are systems which are such that when they are sufficiently spatially separated, they
can not communicate. The assumption that distant systems satisfy such a locality constraint is
reasonable, and is central to notions of causality especially in relativistic theories.

3.1 Bell games

A nice way to understand such correlations is by formulating them in terms of a certain type of
‘game’. The set-up will be that we have a number of players, each of which receives a question
from a referee. Each player then sends an answer to the referee. The players then win if
they satisfy some winning condition. A crucial aspect is that the players are not allowed to
communicate. Such games are called Bell games.! However, the players are allowed to share some
state that has been prepared beforehand. This could either be a classical state (so the players
have shared randomness as a resource) or a quantum state (so the players may use entanglement
as a resource). We will see an example where this actually makes a difference.

Let us define more formally what we mean by a Bell game. We define a Bell game for two
players, Alice and Bob. The generalization to more players is obvious, you will see an example in
Exercise 3.3.

!They are also often called nonlocal games, we avoid this term because it is confusing terminology with respect
to the relation with (non)local hidden variable theories.
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Definition 3.1. A Bell game G for two players Alice and Bob consists of the following data:

(a) Two sets of questions X and )Y the referee can pose to respectively Alice and Bob.

(b) Two sets of answers A and B respectively Alice and Bob can give to the referee.

(c) A probability distribution p(x,y) according to which the referee asks questions z € X and

yey.

(d) A winning condition W which is a function X x Y x A x B — {0, 1}. If the players receive

questions z,y and answer a, b, they win if W(z,y,a,b) = 1.

Alice and Bob play the game according to some strategy. They are allowed to coordinate
beforehand but during the game they are not allowed to communicate. The goal of Alice and
Bob is to maximize their probability of winning the game.

We consider three possible ‘types’ of strategies:

(a)

(b)

Deterministic strategies: Here the answer is a deterministic function of the question, so
there exist functions f: X — A and g : Y — B such that a = f(x) and b = g(y).

Randomized strategies: Here the players may randomly pick their strategies, possibly based
on some shared randomness. That is, Alice and Bob share the outcome of some random
A € A with probability p (A), and if they see outcome A and questions = and y Alice answers
a with probability p4(alz, A) and Bob answers b with probability pp(bly, A). Together, this
means that Alice and Bob answer a and b when posed questions x and y with probability

p(a, b‘l‘, y) = Z pA()\)pA(G|$, )‘)pB(b‘ya )‘)
AEA

Quantum strategies: In this case, Alice and Bob are allowed to share a quantum state p4p,
and their answers are the result of a measurement on their system. That is, for each z € X

(z)

there is a measurement "’ = {uff)(a) :a € A} on Alice’s system and Alice answers the
outcome of the measurement. Similarly, Bob has a measurement ,u(g) = {ug)(b) :be B}
for each question y and answers the measurement outcome b. This means that Alice and
Bob answer a and b when posed questions x and y with probability

pla,blz,y) = tr| (1 (a) @ u (1)) pan)|.

The procedure may be visualised as

question x
(z) — answer a
M4
PAB
A —— answer b
question y ———— Mgg)

for a quantum strategy using state p. The dashed line indicates that Alice and Bob are not
allowed to communicate. An overview of the notation we use:

93



Concept Notation
Bell game G
Agents Referee, Alice and Bob
Questions x € X to Alice, y € Y to Bob
Answers a € A from Alice, b € B from Bob
Probability of answers p(a,blz,y) given questions z,y
Quantum strategy p(a,blz,y) = tr[uff) (a) ® u%)(b)pAB]

A strategy, whether deterministic, random or quantum, gives a probability distribution
p(a,blz,y) for each pair of questions = and y. Together with the probability distribution p(x,y)
according to which the questions are sampled, this gives the following expression for the winning
probability of a strategy:

Pwin = Z p(l'a y)p(aa b|$7 y)W(ZL‘, y,a, b)
z,y,a,b

as the function W makes sure that only the probabilities where Alice and Bob win the game
contribute to the sum.

The randomized strategies are the best you can do with a local hidden variable theory: the
hidden variable is the A € A, and the assumption of locality is reflected by the fact that Alice
and Bob are not allowed to communicate and their answer only depends on A and the question
they receive. One can show that shared randomness does not improve the winning probability of
a game.

Lemma 3.2. Suppose that there exists a randomized strateqy with shared randomness A, winning
a Bell game with probability pyin. Then there also exists a deterministic strategy winning the
game with probability at least pyjin.

The proof is Exercise 3.5. The idea of the proof is that a randomized strategy is simply
the (weighted) average over an ensemble of deterministic strategies. Therefore, the winning
probability is the (weighted) average of the winning probabilities of the deterministic strategies,
and therefore at least one the deterministic winning probabilities must be at least as large as the
winning probability of the randomized strategy.

We now introduce the concept of the (quantum or classical) value of a game, which is the
optimal winning probability for the game. In light of Lemma 3.2, when studying classical
strategies we may restrict to deterministic strategies. Another observation is that we may assume
without loss of generality that for a quantum strategy the quantum state is pure, by purifying
the state. That is, given a strategy with state pap and measurement operators p X (a) and

)

ugb, we let [¢hapr) be a purification of psp, we assign the reference system R to Alice, so her

system is A = AR and let her perform measurements /]E;)a = ,uf) (a) ® 1g. Moreover, by a

similar argument, we may assume that the measurements Alice and Bob apply are all projective
measurements where the uff)(a) and ug)(b) are all projection operators. We will not give the
argument for this fact at this point, but you may show later in Exercise 5.2 how this follows from
a general principle. For this reason, for the rest of this lecture we will only consider quantum

strategies suing pure states and projective measurements.
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Definition 3.3. The classical value w(G) of a game is the optimal winning probability using
deterministic or randomized strategies. The quantum value w*(G) of a game is the optimal
winning probability using quantum strategies.

CHSH game

To make the concept of a Bell game concrete we will study the important example of the
Clauser-Horne-Shimony-Holt (CHSH) game. In this case, the game G has questions and answers
which are both bits, so X =Y = A = B = {0,1}. The referee asks all questions with equal
likelihood. The winning condition is specified by the following table:

T Y winning condition
0 0 a=>
0 1 a=1b
1 0 a=b
1 1 a#b

Another way to formulate the winning condition is that
tANDy =aXORb

where XOR is the exclusive or (so a XORb=1ifa=0,b=1o0ra=1,b=0 and 0 otherwise) or
r-y=a-+b mod 2.

Let us first investigate what a classical strategy can do. By Lemma 3.2 we may restrict to
deterministic strategies. Alice and Bob can not win the game in all instances. One can prove this
by trying out all deterministic strategies, or by the following argument: suppose that there exists
a deterministic strategy with functions f, g : {0,1} — {0, 1} such that a = f(x) and b = g(y)
wins in all instances. Then the winning condition implies that

Z f(w)—i-g(y) mod 2 = Z x-y:l

z,y€{0,1} z,y€{0,1}

and on the other hand

Y. (@ +gw) =2 Y fl@)+2 > gv)

z,ye{0,1} xe€{0,1} ye{0,1}

is even which leads to a contradiction. So, in at least one of the four options for pairs of questions
(z,y), Alice and Bob they will lose. So, w(G) < 3/4. On the other hand, if Alice and Bob both
always answer a = b = 0, then they win in the first three cases so they win with probability 3/4.
We have proven:

Lemma 3.4. The classical value of the CHSH game G is given by
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We proceed to study the quantum value of G.
Given a 2-outcome measurement p with outcomes 0, 1, it will be useful to define an operator

O = (0) — (1),

If you are a physicist, you may think of this as an observable, which takes values +1 (associated
to the measurement outcomes 0, 1). However, for our purposes here these operators are just for
convenient bookkeeping. Recall that we have the Bloch sphere picture of qubit measurements, as
per Eq. (1.4). If we measure a qubit in the basis given by the antipodal point 7, —7 € R? for
7 = (z,y, z) on the Bloch sphere, then we get an observable

0<f>=u<o>—u<1>:;(1+z —y>_;< _ _“iy)

z+wy 1—=z —zrz—1y 14z

B z T —1y
r+1y —z .

Suppose we are given a quantum strategy, that is a quantum state pap = |¢)(¢)| and for
x,y € {0,1} we are given measurements

(D) ae 0,13} and  {uf(b):be{0,1}}
We then define the associated observables
OF =) (1) and O =) (0) — iy (1),
The observables depend on the questions z,y. We then claim that
a= iw\oﬁ)) 0% + 0V 00y + 0y 0ol -0 0} |y) (3.2)

equals the winning probability minus the losing probability of the quantum strategy. That is,

a=p—(1-p)=2p-1
To prove this claim, note that by definition of Off) and Og)

W05 @ 0W ) = (| (0) @ ¥ (0)) + (@[l (1) @ u¥ (1))
— @u0) @ 1 (V) — @eF (1) @ 1P (0)]0)

For zy € {00,01,10} the first two terms correspond to Alice and Bob winning using this strategy
(since they give the same answer), whereas in the last two cases they lose (since their answers
are different). For zy = 11 this is the other way around, confirming Eq. (3.2).

We now pick a smart strategy. Alice measures in the standard Z-basis |0), |1) for x = 0 or in
the X-basis |[+),|—) for x = 1. This corresponds to

1 0 0 1
oV — oV — . 3.3
« (0 _1) o-(°! 63)

Slightly more complicatedly, we let Bob measure according to the basis ¥ = %(1, 0,1) fory=0
1

and 7 = ﬁ(_L 0,1) for y = 1. In Exercise 3.1 you will verify that this corresponds to basis
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measurements in bases cos(§)|0) + sin(g)|1), —sin(g)|0) + cos(g)[1) for y = 0 or in the basis
cos(—%)[0) + sin(—g)[1), — s1n(§)|0> + COS(—*)’D for y=1. As observables from Eq. (3.1) w

get
1 (1 1 1 (1 -1
oV = — oW = . 3.4
b ﬂ<1—1> SRV S | 34

In Exercise 3.1 you will verify that this corresponds to basis measurements in bases cos(§)|0) +
sin(g)|1), —sin(g)|0) + cos(g)|1) for y = 0 or in the basis cos(—5)|0) + sin(—5F)|1), —sin(g)|0) +
cos( —7)]1> fory =1. If we draw the x, z-plane in the Bloch sphere, this corresponds to measuring
along the following axes:

Finally, as quantum state we pick the maximally entangled state between Alice and Bob
@ 5) = %(\OO} +{11)). Now, let us evaluate « from Eq. (3.2).

Using Lemma 2.18 it is a straightforward exercise, which we suggest you perform yourself in
Exercise 3.2, to show that for 7, § in the z, z-plane

(¥[0a(7) ® OB(8)|)) =7 5.

It is easy to verify (which you should do yourself in Exercise 3.2) that Eq. (3.2) gives

Sl

We therefore get a winning probability
1 1 1
a+l)=-+—=

which is larger than the classical winning probability! We have proven:

p= :COS2(%) ~0.85...

Theorem 3.5. The quantum value of the CHSH game G is at least

‘ -

WHG) > = +

N —

3

2

which is strictly larger than the classical value w(QG).

The Nobel Prize of 2022 was awarded to Aspect, Clauser and Zeilinger ‘for experiments
with entangled photons, establishing the violation of Bell inequalities and pioneering quantum
information science’ [34]. Clauser (the C in CHSH) proposed the experiments as encoded in the
Bell game explained in this lecture [10]. Violations of the maximal classical winning probability
were observed by experiments led by Aspect and Zeilinger [2,46]. Many refinements have been

o7



made to these experiments to close as many as possible ‘loopholes’, see e.g. [21]. This means
that we have very strong experimental evidence that Nature can not be described by a local
hidden variable model! We must accept some form of quantum theory, or use nonlocal models
which have significant conceptual drawbacks.?

Tsirelson bound

Above we saw a particular quantum strategy that beats all classical strategies. You may wonder
whether we can do even better than the above strategy! The answer is that we can not, which is
the content of the Tsirelson bound.

Theorem 3.6. Let G be the CHSH game. Then

1 1
e € = —.
w<)72 2v/2

Since we already showed by an explicit strategy that w*(G) > % + 2\% we have equality! For
the proof we recall the Cauchy-Schwarz inequality, which states that for any Hilbert space H

and ¢,v € H we have |[(¢|9)|? < (B|d) (¥|).

Proof. The key to this result is Eq. (3.2), which we derived for an arbitrary quantum strategy.
Denote by |1 4p) the shared quantum state, which we may assume to be pure. We may also assume
the measurement to be projective (as mentioned we will see later that this is always possible).

If we construct the operators Off) and O%') from a projective two-outcome measurement, we
see that Off) and Oj(gy) are Hermitian operators with eigenvalues in {—1,1}. As a consequence
(OS':))2 =14 and (Og))2 = 1. We define the operator

Map =00 @0 +00 w0} + 0} ©0f) - o)) v 0y
so comparing with Eq. (3.2)
da = (Yap|Maplas)

The Cauchy-Schwarz inequality gives

(anIMalban)] <\ (anMapMhgltas) v/ Ganlvas)

= /(s M3 glas)

since Mg = ML g and [ 4p) is normalized. We now expand and rewrite

Mg = (0F & (09 +09) +0Y & (0F) - 0))”
= (0@ (0 + 0y + (0V)? @ (0F) - 0))?
+0{ 0y @ (05 +03))(0y - 03)) + 00 @ (05 - 05))(0F + 0))
=14 ® (05 +03)) + (05 - 05)))
+0 0y (0 + 00y - 0p)) + 00 @ (0F) - 0))(0) + 0))

2An example of a nonlocal classical model for quantum mechanics is pilot-wave theory as developed by Bell.
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using that (OSC))2 = 14. In Exercise 3.4 you will show that using (Ogv))2 =14 and (Oj(gy))2 =1p
this simplifies to

Mg =414 @15+ (00 —0Po) @ 0P0) — 0ol

We are almost there! Note that, again by Cauchy-Schwarz,

(4|0 @ OW |y ap)| < ¢ (Wapl(OF) & OW)2[y4p) = 1

and hence

(Wap|MiplYas) <8
Therefore, 4o < v/8 = 2¢/2 and w*(G) = % + %a < % + 2%/5 O
Outlook

Self-testing quantum states

By Theorem 3.6, we have found the optimal quantum strategy for the CHSH game! Another
question you may have at this point is whether the one strategy we found is perhaps the unique
strategy. This is clearly not the case! If we keep the same state but rotate our measurement
operators by fixed unitaries U4 and Up

(@) = UapP(@U] and ) (0) = Uspif) (0)U;
and we update

[Yap) = (Ua @ Usg)|YaB)

then this clearly does not change the result! However, it turns out that up to similar trivial
modifications (one can also use an isometry to a larger space) the strategy is unique! This fact
is known as self-testing. The proof essentially goes by carefully studying the estimates made
in the proof of Theorem 3.6 and proving that they can only be inequalities if [)45) and the
measurements satisfy certain specific algebraic relations. It is moreover robust in the sense that
if a strategy wins the game with probability close to w*(G), the strategy must also be ‘close’ in
an appropriate sense to the exact strategy. This provides a black-box way to verify entanglement:
suppose Alice and Bob claim to be able to produce maximally entangled pairs of qubits, and
an outside referee wishes to verify this without having access to the quantum systems of Alice
and Bob. The referee can verify their ability to generate entanglement simply by playing the
CHSH game with them many times, and checking that they are able to win with probability
close to the quantum value of the game. The only requirement is that Alice and Bob are not
allowed to communicate after having received the questions from the referee. This is a useful tool
in quantum cryptography, and is a basic building block in verification procedures of quantum
computers. See [41] for a review of self-testing.

Correlations beyond quantum theory

We have seen that quantum theory allows for the existence of types of correlations that do not
exist classically. Do there also exist correlations which go ‘beyond’ quantum theory? This is
a question that we can sensibly ask in the context of Bell games. The key condition in our
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set-up of Bell games is that Alice and Bob are not allowed to communicate. This reflects the
assumption, coming from the theory of relativity, that if they are sufficiently separated in space,
they are not able to communicate due to the causal structure of space-time (i.e. because there is
no faster-than-light communication). One might also investigate ‘beyond quantum’ correlations
where the only condition is that the correlations that Alice and Bob share do not enable them
to communicate information. That is, these are all possible correlations that are in principle
consistent with the locality imposed by the causal structure of space-time.

Definition 3.7. A non-signalling strategy for a game G is a strategy where Alice and Bob answer
according to probability distributions pap(a,b|x,y) € Pr(A x B) given questions x € X,y €
which is such that

pp(blz,y) = PB(b\xl,y)

forall z,2/ € X and ally € Y

palalz,y) = palalz,y’)

for all x € X and all y,y' € ).

The intuition behind this definition is that the answer Alice gives does not depend on the
question that Bob received, so a reveals no information about y, and similarly b reveals no
information about the question x. In Exercise 2.7 you already showed that quantum strategies
are non-signalling. We can now easily construct a non-signalling strategy that always wins the
CHSH game:

L ife-y=a+b mod?2

pla;blz,y) = {2

0 else

This shows that there are correlations beyond quantum theory which are compatible with causality
(although there is no physical evidence for a theory beyond quantum mechanics supporting such
correlations).

3.2 Exercises

3.1 Basis measurements in the CHSH game: On the single qubit Hilbert space H = C2,
define the states

|10(0)) = cos0|0) +sind|1) , [1(F)) = —sinB|0) + cosb|1) .

(a) Show that {[1;)}i=0,1 is a basis for . What are the corresponding points on the Bloch
sphere?
(b) Show that the observable O corresponding to a measurement in this basis takes the form

sin20 — cos 26

O = [10(0)) (¥ (0)] — [¥1(0)) (0 (6) | = (cosze sm29> |

Verify that O = Z for § = 0, O = X for § = 7. Verify that setting § = £m/8 yields the
choice of observables in Eq. (3.4).

3.2 The bias of the CHSH game:
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a wven r = (x,y,2),s = (2,9, 2" ) on the Bloch sphere, show that
(a) Gi = ( ),§=(a',y,2) he Bloch sph h h
(¥]0A(F) ® Op(3)Y) =z’ — yy' + 22/
for [4) = 5 (100) + [11).
(b) Confirm that o = % by computing the expression in Eq. (3.2) with the choices for ng)

and Oggy) in Eq. (3.3) and Eq. (3.4).

(c¢) The goal of the following is to prove Tsirelson’s bound in Theorem 3.6 for a restricted
category of strategies. Namely, suppose that Alice and Bob share a maximally entangled
qubit state [ip) = %(]0@ +100)), Alice measures along 7, and Bob measures along 3,
for questions z,y and a choice of vectors on the Bloch sphere. Assume that 7, and s,
are all in the x, z-plane. Show that the bias of the corresponding strategy is given by

L. - o L L
Ozz1(7“0-804-7‘0-814-7“1'80—7"1-81).

(d) Show that

1, . I,
as g (150 + 51| + [I50 — 511]) -

When do we have equality? Hint: you can use the Cauchy-Schwarz inequality. For
Bloch vectors 7,5 € R3 it states that |- 5] < ||7||||5]|. We have equality if and only if 7 is
proportional to 5.

(e) Next, show that

150 + 51| + 1150 — 51 < 2v2

When do we have equality? Hint: show that ||So + §1|| +||So — Sill = VY +d+ V7 =0
for the real numbers v = ||50]|? + ||51]|? and § = 2sq - s1. Square the result to find that it
is minimal for § = 0.

(f) Conclude that a < % When is the strategy optimal (i.e. when do we have equality)?

3.3 The GHZ game: Let Hapc = C? ® C2 ® C? be a Hilbert space of three qubits shared
between three parties. Define the Greenberger-Horne-Zeilinger (GHZ) state to be

1
V2

(a) Show that the reduced state on A is given by

|GHZ) := —=(]000) + [111)) .

1
trBC UGHZ><GHZH = §]lA .

So, the reduced state on A is the maximally mixed state 74.
(b) Define the operators
My=X®X®X,
Mi=X®Y®Y,
My=Y®XQY,
Mz=Y®RY®X,
where X and Y are the Pauli matrices. Show that |GHZ) is an eigenstate of each of

these operators, so
M;|GHZ) = \;|GHZ) , i=0,1,2,3,

for some A; which you should determine.
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3.4

3.5

3.6

The GHZ game is a three-player Bell game in which the referee gives a question z, y, z in
{0,1} to each of Alice, Bob, and Charlie respectively. The referee either gives 0 to all three
players, or gives 0 to one of them and 1 to the other two. The players then output bits in
{0, 1} which we call a, b, and c.

The winning condition for the GHZ game is that
tORyORz=a+b+c¢ mod2.

This is summarised in the following table (& denotes addition modulo 2).

T Y z winning condition
0 0 0 adbdc=0
0 1 1 adbdc=1
1 0 1 adbdc=1
1 1 0 adbdc=1

(c) Suppose that Alice, Bob, and Charlie use a classical deterministic strategy, so a = f(z),

b=g(y), c=h(2).
By considering the sum

Y. (f@) +9(y) +h(z) mod2,

questions

or otherwise, show that the maximum winning probability is w(G) = 3/4.

(d) Now suppose that Alice, Bob, and Charlie share the 3-party state |GHZ). Each of them
adopts the following strategy:
If 0 is received, measure X. If 1 is received, measure Y. If the obtained output is +1
then give answer 0, else give the answer 1.
Show that, using this quantum strategy, the players can win the game with certainty —
that is, w*(G) = 1.

Tsirelson inequality: Verify the claim in the proof of Theorem 3.6
Shared randomness: Prove Lemma 3.2. You may assume that A is a finite set.

Pauli operators: Let A, B € Lin(C?) be Hermitian matrices satisfying A2 = B? = 1, and
AB = —BA.

(a) Let C = —iAB. Show that C? = 1.
(b) Show that there exists a unitary U such that

1 0 0 1 0 —i
UAUT = — 7, UBU'= - x, vcut= “1=v.
0 —1 10 i 0

Comment: this is the type of fact required to prove self-testing of the CHSH game! The idea
is that if a strategy has optimal winning probability, this imposes OS)) OS) + 01(41)01(2) =0
which then implies that up to a change of basis Off) 01(41) are the matrices Z and X.

3.7 The magic square game: Consider the following “magic square”:
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gxgxg:—i—l
gxgxg——i—l
DXDXD:—H

[y —_ —

Each of the boxes can be filled in with —1 or +1. A solution to this magic square is a filling
such that each of the rows multiplies to +1, and each of the columns multiplies to —1.

Referee Robin, an avid fan of Bell games, challenges Alice and Bob to the following task.
Alice and Bob are given questions x, y respectively from Qx = Qy = {1,2,3}. Alice must
then respond with a filling for row z, and Bob must respond with a filling for column y. In
other words, they give Robin answers a = (a1, a2, a3) and b = (b, b, b3) respectively from

{1,133
Alice and Bob win the game if three conditions are satisfied:
e The product of the elements of Alice’s answer is +1, H?:l a; = +1.

e The product of the elements of Bob’s answer is —1, H?Zl bj = —1.

e They agree on the overlapping element, a, = b.
In other words, they win if their answers could form part of a solution to the magic square.

(a) Convince yourself that w(G) = 1 if and only if there exists a solution to the above magic
square.
(b) Prove that there is no solution to the above magic square.

Alice and Bob furiously attempt to devise a quantum strategy to beat Robin. They
produce the following construction, known as the Mermin-Peres magic square.

I1®Z||Z1 || Z20Z

X@1||IeX || X®X

—XRZ-ZeX|Y Y

Each element of this square is a tensor product of Pauli operators on C? @ C2.

(c) Show that the operators of a given row or column of the Mermin-Peres square commute
with each other. Deduce that they can be simultaneously diagonalised.

(d) Show that the product of all the operators on a given row is always +1, and that the
product of all the operators on a given column is always —1.
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(e) Suppose Alice and Bob now share the 4-qubit entangled state

= 5004, © 1005, + (14, @ [1V51) © (004, © 005, + 1)1, @ [5,)
where Alice has access to the A; and As systems, and Bob has access to the By and Bo
systems.

Now, upon receiving their questions from Robin, Alice and Bob each measure their two
qubits with the operators from the corresponding row or column in the Mermin-Peres
magic square to determine their outputs. For example, if Alice receives z = 3, she
measures —X ® Z, —Z ® X, and Y ® Y, and answers (a1, az,a3) according to the
outcomes.

)

Show that with this quantum strategy, Alice and Bob will win the magic square game
with probability w*(G) = 1.
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Lecture 4

Classical and quantum processing

[MW: Notation: & - M, N, ..., T,..., E,.... |

Concept Math translation

Quantum channel & = completely positive
trace preserving map, such that ®®Z maps
quantum states to quantum states.

Quantum operations map quantum
states to quantum states.

When is a superoperator a quantum Theorem 4.21: characterization of CPTP
channel? maps.

One only needs to check positivity ® is completely positive if and only if the
for maximally entangled state. Choi matrix J(®) is positive.

® is a quantum channel if and only if it

Every quantum operation arises from has a Stinespring representation

applying isometries and discarding a

— T
subsystem. o] = tru[VoV'].

® is a quantum channel if and only if it

has a Kraus representation
A quantum operation applies a linear

map with some probability. Dp] = Z XipX J .
%

We have introduced the formalism of quantum states. We have also seen a first application:
entanglement gives rise to correlations that cannot be explained by a classical model.

So far, our abstract model of quantum mechanics is able to describe the state of a system,
and how to perform measurements of the system. This is a static picture. One ingredient is still
missing: what dynamics are possible in quantum systems? In other words, given a quantum
system, what is the class of operations we can apply to it? This is crucial to quantum information
PTOCESSINgG.

We will start by describing two important special cases and then make a general proposal for
a general class of quantum operations called quantum channels. We will then prove a structure
theorem that gives a classification of quantum channels and suggests different representations of
such channels.
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Classical channels

For our first example we go back to classical states. What are possible dynamics on classical
probability distributions? Given X, Y with outcome sets Qx, Qy, and suppose that Y is the
result from applying some operation to X. If we start with a fixed =z € Qx we get outcome
y € Qy with probability ¢(y|z). If we now start with an arbitrary distribution px on X, we see
that we get outcome y with probability

py () =Y qlylz)px (z)

T

since we have outcome = with probability p(z), and given x we obtain y with probability q(y|x).
This leads to the following:

Definition 4.1. A classical channel from X to Y is a map
Q:P(X)—PY)
where py = Q(px) for px € P(X) is given by

py(y) = Z q(ylz)px (z)

T

for some collection of ¢(y|z) € R>g such that

Zq(y|x) =1 forallzx
y

The terminology channel is natural in the context of information theory, where one can
have in mind the example of sending information from X to Y over some medium (radio waves,
electric cable,. .. ).

Example 4.2. Any function f : Qx — Qy induces a channel by letting

) = {1 i fl@) =y

0 otherwise.

For example, the below diagram visualizes the classical channel where Qx = Qy = {0, 1,2} and
f(@) =i+ 1 mod 3.

0 0
1 o1
2 ° )
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Example 4.3. Let X and Y be bits. The binary symmetric channel is the channel which with
some probability p flips the value of the bit

I-p
0 ® ()
E
1 1
1—p ¢

which can be thought of as a noisy communication channel. For instance, you can think of a
cable which transmits a bit over some spatial distance, and with probability 1 — p the bit arrives
correctly, while with probability p it gets corrupted. A closely related example is the case where a
bit gets corrupted with probability p but whenever this happens we know that this has happened
(for instance in the cable example there does not arrive a message at all). This situation is
described by the binary erasure channel in which case the system Y has an extra outcome symbol
1 denoting a corruption:

1—p
oiwo
p
o |
L
1 1
1—p *

Unitaries and isometries

For our second basic example we will look at pure states. We consider a natural class of dynamics
which map pure states to pure states. Let us assume that we map from a quantum system A to
a system B and that

(a) This operation is linear, so it preserves superpositions, and hence it has to be given by

|t) — V) for some V € Lin(A, B)

(b) It must send states to states, so V|¢)) must be normalized.

The second condition implies that the map V should be an isometry, and if |A| = |B| it will be
unitary.

If you have taken a course on quantum mechanics or quantum computing it will be familiar
to you that dynamics of (pure) quantum states are given by unitary maps. Formulated as an
action on density matrices we have

) — Ulp)
p =) (| = Ulp)(w|UT.

Remark 4.4. We make a small side tour to comment on how this relates to how physicists
model dynamics in quantum physics. In standard quantum mechanics one has continuous time
and unitary dynamics happens by continuous time evolution for some time ¢. The quantum
system evolves according to a Hamiltonian H (t), which is a (possibly time-dependent) self-adjoint
operator H(t) € Lin(H). The quantum state of the system [i;) at time ¢ evolves as

) _
Sl = —iH (Ol
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This is the Schrodinger equation. Given the initial state |¢p), this is a differential equation that
can be solved to determine the state at all times £ > 0. This solution is such that there exists a
continuous family of unitary maps Uy such that |¢r) = Ug|to) for any choice of initial state |1p).
Conversely, for any given unitary map U € U(H) one can find a Hamiltonian H such that time
evolving along H for time ¢ = 1 one obtains U (you can think about this in Exercise 4.13). The
details of this are unimportant to us right now, the only thing to take home is that in principle
quantum mechanics allows for any unitary map to be realized by a physical system. In practice,
it may be really hard to engineer a quantum system such that its Hamiltonian gives rise to a
desired unitary dynamics, but this will not concern us in this course!

4.1 Operations on states

The two special cases of operations preserving classical states and operations preserving pure
states have the key property that they send states to states. Moreover, in the case of mixed
classical states it was natural to impose linearity. We will now argue that these two properties
determine the full class of operations on (arbitrary) quantum states. So, what we are looking for
is a class of maps sending states to states. Let ®4_,p a map from S(A) to S(B). In order to
represent a physical process such a map must preserve mixtures of states: if we have a system
which is in state p; with probability p; (so p = >, pipi) then applying dynamics to it should
have the same effect as applying the dynamics to each of the p; separately, and weighing by
probability p;:

Pap (Z;mm) = Zpiq)AﬁB(Pi)- (4.1)

This means (see Exercise 4.6) that we can extend ®4_,p to a linear map!

What may be a little confusing at first encounter is that the set of quantum states is a set of
linear operators itself. To make the distinction between operators as linear maps representing
quantum states and maps that should be seen as dynamics, we will call a linear map between
spaces of linear maps a superoperator.

Definition 4.5. If A and B are quantum systems with Hilbert spaces H 4 and H g, a superoperator
from A to B is a linear map

®4_,p : Lin(A) — Lin(B).

If A= B we write ®4_,4 = O 4.
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Example 4.6. Here are a three basic but essential examples of superoperators.

(a) The easiest example of a superoperator is the identity superoperator. If we have a quantum
system A, then we let Z4 denote the superoperator defined by Z4(My) = My for all
My € Lin(A).

(b) If we have two quantum systems A and B, then taking the partial trace over B defines a
superoperator, mapping

trp : Lin(AB) — Lin(A).
(c) If V € Isom(A, B) is an isometry, then
My € Lin(A) — VM4V € Lin(B)

defines a superoperator.

We can also take compositions and tensor products of superoperators. If we have superop-
erators ®4_,p and Yp_,o then ¥p_,o 0 ®4_.p is a superoperator from A to C. If &4 ,p and
Vo p then we may define a tensor product superoperator ® 4,5 ® Vo_,p from AC to BD by
linear extension of

Py @ Vo, p(Mag® Mc) =Pap(Ma) ® Yo,p(Mc)

for M4 € Lin(A) and M¢ € Lin(C).

Example 4.7. Taking the trace of an operator is also a superoperator tr (where we identify
C = Lin(C)). Then, if we have quantum systems A and B we may identify the partial trace over
B with

trg =74 Q tr.

Which superoperators can represent dynamics on a quantum system? Clearly, a minimal
condition is that it must send quantum states to quantum states. In particular (by linearity) this
implies that it must send positive operators to positive operators, which leads to the following
definition:

Definition 4.8. A superoperator ®4_,p is a positive map (or positivity preserving map) if it
maps every positive operator P4 € PSD(A) to a positive operator ®4_,p(Pa) € PSD(B).

The terminology ‘positive map’ can be a little confusing: note that a positive map is not the
same as the condition that ® € PSD(Lin(#)), when interpreting ® as a linear map and giving a
Hilbert space structure to Lin(#). The three examples we gave in Example 4.6 are all positive
maps. This is trivial for the identity superoperator. For the partial trace we already saw this
fact before, in Lemma 2.5. Finally, if we have any V' € Lin(A, B), the superoperator

My € Lin(A) = VM4V € Lin(B)

is a positive map by Corollary A.3.
It is not hard to come up with examples of superoperators which are not positive maps (do
so yourself!). A basic observation is
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Lemma 4.9. If ®4_,p and Vp_,c are positive maps, the composition Vp_,co® 4,5 is a positive
map.

However, and perhaps surprisingly, the condition of positivity is not enough! To see why this
is the case, suppose that ® 4_, 4» and ¥pg_, g represent some quantum dynamics, then their tensor
product must as well, as this should describe the dynamics on the joint system AB. It turns out
that being a positive map is not preserved under taking tensor products of superoperators. To
see this, we consider the following example, which is also explored in Exercise 2.16. Let T4 be
the superoperator on a qubit system A defined by T'4(M4) = M; for M4 € Lin(A). Then it is
easy to see that if pg € S(A) we also have pz € S(A) so T}y is a positive map. However, let B be
another qubit system, and let |®7 5) be the maximally entangled state and pap = |®7 5) (P 5]
If we apply T4 on the A system and the identity superoperator on the B system we find

(Ta ® Ip)(paB) = %(TA ® Z)(]00)(00] 4 [11)(11] 4 [00)(11] 4 [11)(00])

= %(IOOMOO\ +|11)(11] + |10)(01| + |01)(10])

0
0
1
0

_ o o O

0
1
0
0

[\V]
o O O =

As one can see directly from the determinant, the resulting operator is not positive! This suggests
the following definition:

Definition 4.10. A superoperator ® 4_,p is a completely positive (CP) map if for any reference
system R the superoperator ® 4_,p ® Zg is positive. We denote the set of completely positive
maps from A to B by CP(A, B) and abbreviate CP(A, A) = CP(A).

By our above discussion this is a necessary requirement for a valid quantum operation. It
turns out that this set is closed under tensor products as well as under composition.

Lemma 4.11. (a) Suppose ®4_,p € CP(A,B) and ¥V € CP(B,C), then Yp_,c 0o Py ,p €
CP(A,QC).

(b) Suppose ®4_,a € CP(A, A") and Yp_,p € CP(B,B’), then

Py pR@Up.,p € CP(AB,A/B,)

Proof. By Lemma 4.9 (a) follows from

(Ypsco®asp) ®Ip = (Vs ®IR) o (Passp @ IR).

For (b) we note that it follows from the definition that ® 4, o» @ Zp is CP as well as Zy @ Up_, g,
and therefore by (a)

Py Vg = Za @VYp,p)o (Pasa ®Ip)

is CP as well. O
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To make sure that a superoperator ® 4_,p maps quantum states to quantum states we
additionally need that it maps operators with tr[M4] = 1 to an operator with tr[®4_,5(M4)] = 1.
By linearity this implies that we must demand the following condition:

Definition 4.12. A superoperator ®4_,p : Lin(A) — Lin(B) is called trace preserving (TP) if
tr[(I)A%B(MA)] = tr[MA]

for all M4 € Lin(A).

If we have a superoperator which is both completely positive and trace preserving (CPTP) we
will also call such a superoperator a quantum channel. We denote the set of quantum channels,
or CPTP maps, from A to B by

C(A, B) = {® 4,5 € CP(A, B) N TP(A, B)}.

The three examples in Example 4.6 are in fact all quantum channels! For the identity
superoperator (which we from now on will also call the identity channel) this is clear. For the
partial trace, we note that if we tensor with the identity channel we again have a partial trace,
so it is still positivity preserving. Finally, if we have the superoperator @X _,p Which is given by
application of an isometry V' € Isom(A, B), then upon tensoring with the identity channel on a
reference system R this yields the superoperator @X%ﬂRB g for V@ 1g € Isom(AR, BR) which is

again positive. We now come to our final axiom of quantum theory:

Axiom 5. The set of possible operations from a quantum system A to a quantum system B is
given by the set of channels C(A, B).

We will graphically denote a quantum channel by a box acting on a quantum system as follows:

— ®asB—

Example 4.13. Here is another important example: the depolarizing channel with noise parameter
p. Consider a quantum system A, then D, : Lin(A) — Lin(A) is the superoperator given by

Dp(Ma) = (1 —p)Ma + ptr[Ma]ra

where 74 is the maximally mixed state 74 = ‘7}|IL A. You can roughly think of this as a quantum
analog of the binary symmetric channel in Example 4.3. It models the situation where the state is
unchanged with probability 1 —p and with probability p it gets lost and is replaced by a uniformly
random state. You will show in Exercise 4.8 that this indeed is a quantum channel.

There are many more examples! This table collects a few. You can prove they are legitimate
quantum channels in Exercise 4.8 and Exercise 4.11

71




Quantum operation Math translation as quantum channel

The depolarizing channel D, : Lin(A) —
Lin(A)

Lose all information with some prob-
ability p. Mo — (1 —p)Ma + ptr[Ma]Ta.

The dephasing channel Py, : Lin(A) —
Lin(A)

Lose coherent information, dampen-

ing of the off-diagonal terms in the My (1—p)Ma+p Z<a|MA\a)|a> (al.

density matrix.
acA

The erasure channel &, : Lin(A) — Lin(A’)

where H 4 = Ha @ span{|L)}
Get an error with probability p, and

check whether it occured. My — (1 —p)My + ptr[My]|L)(L] .

The replacement channel R, : Lin(A) —
Lin(B), for pp € S(B), given by

Discard and replace by a fixed state.
P y MAHtr[MA]pB .

If we have U; € U(A) with probability p;
fore=1,...,r

Apply a random unitary. r
My =Y pUiMaU;.
i=1

4.2 Characterization of quantum channels

The definition of a quantum channel is rather cumbersome: we have to verify that for any
reference system the superoperator ® 4 .p ® Zg is positive. Fortunately, we can describe the
class of quantum channels in various more concrete ways, which will be a powerful tool both for
concrete examples and for theoretical arguments.

The Choi operator

If we have a positive superoperator ® 4_, g, then if we want to test whether ® 4_,p ® IR is positive
we need to test it on states which are entangled between A and R (see Exercise 4.2). In particular,
we could choose a system R = A’ which is a copy of A and check that it maps the maximally
entangled state to a quantum state. The Choi operator is the result of applying ®4_.p ® Za to
an unnormalized maximally entangled state
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Definition 4.14. Given a superoperator ®4_, g, let A’ be a quantum system with Ha4 = Ha.
Let A be an orthonormal basis for H 4 = H 4, then the Choi operator J(®) € Lin(BA) is defined
as

J(@) = Y Pasp(a)ia])® la)a].

a,a’€ A

Note that if we let [®7 ,,) , then

= \/ﬁ >qlaa)
J(®) = [A|(Passn @ Zar) (|24 ) (@ 40 ])-

This implies that if ® 4_,p is a quantum channel, its Choi operator must be positive. We will
see later this section that this is also a sufficient condition!

A nice feature of the Choi operator is that it completely determines the superoperator. This
is easy to see: by linearity it suffices to know how ® 4_, 5 acts on the matrices |a)(a’| (since these
form a basis for Lin(A)) and this information can be inferred from J(®).

The following shows how to recover ®4_,p from J(®) (for an arbitrary superoperator, not
just for a quantum channel).

Lemma 4.15 (Choi isomorphism). Suppose J(®) is the Choi operator of a superoperator ® 4, p.
Then for M4 € Lin(A)

® 4 p(Ma) = tra[(1p ® My)J ()]

where the transpose is computed with respect to the choice of basis in the definition of the Choi
operator.

The proof is Exercise 4.3.

Characterization of complete positivity

We now come to a characterization of completely positive maps.

Theorem 4.16 (Characterization of CP maps). Suppose ® 4_, g is a superoperator. Then following
statements are equivalent:

(a) ®a_p is completely positive.
(b) The Choi operator J(®) is positive.
(¢) There exists a collection of operators {X; € Lin(A, B)}!_, such that

,
Dap(Ma) =) X;MaX]
i=1
This is known as a Kraus representation.

(d) There ezists a quantum system E and an operator V € Lin(A, BE) such that
(M) = trg[VM4VT].

This is known as a Stinespring representation.
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Proof. As we already observed, (a) implies (b). For the implication (b) = (c), suppose that
J(®) € Lin(BA’) is positive. Then there exists a decomposition

(@) = 3 Joi) (v
=1

where v; € Hp ® H 4 need not be normalized. Write

[vi) =Y vipalb)la)
a,b

and let

Xi = vipalb)al = > (balv;)[b)(al.
a,b

a,b

Then, by Lemma 4.15 for M4 € Lin(A)
Dasp(Ma) =Y tra|(Lp ® My)lvi) (v

=353 vigeTipa tra [(13 ® My)|ba) <b’a'\}

i ab a'b

=Y 20> visatia tr| Mila)(al] 1)

i ab a b

= Z Z Z Vi baVibla’ <a'!M2|a>\b><b’]

y ! K
i ab ab = (a|Maa’)

and hence

Qasp(Ma) =D D vipalb)(alMala’) (¥ [Vipa

i ab a b

=) X;MuX].

)

For the implication (c¢) = (d) we let E = C" with basis {|i)}/_; and we let
T
V=) X;®|i)
i=1
then it is clear that

trp[VMaVT] =Y XiMax].

=1

Finally, the partial trace and My — VMV are completely positive, so by Lemma 4.11 (d)
implies (a). O

A first observation is that the Choi operator is positive if ® 4_,p ® T4 is positive, so we have
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Corollary 4.17. A superoperator ® 4_.p is a completely positive map if and only if Pa_p R L4
1S a positive map.

So, while the original definition allows for an arbitrary reference system R, which could have
arbitrarily large dimension, we find that it suffices to show positivity when the reference system
R is a copy of A.

Remark 4.18. The Kraus and Stinespring representations are in general not unique. In the proof
of Theorem 4.16 we constructed them from the Choi operator, but often one can find a Kraus
or Stinespring representation directly from the description of the channel. In Exercise 4.14 and
Exercise 4.15 you will investigate the freedom of choice there is for the Kraus and Stinespring
representations for ®4_,p € C(A, B).

Example 4.19. Let us compute the Choi operator, and Kraus and Stinespring representations
for a concrete example. We take the completely dephasing channel P = P; on a quantum system

A, defined by

Ma = ) (a|Mala)|a)(al
acA

given a basis A, typically the standard basis for H4 = Cl4|. In other words, it sets all off-diagonal

terms in the density matrix to zero. The Choi operator is given by

ZPIG ® |a){a’|
—Z! {a| ®|a)(al.

Apart from normalization, this is a maximally correlated state ﬁ Y ola)(a] ® |a)(al.
From the definition of the channel we see that

= _la){alMala)(a|

so the operators X, = |a)(a| for a € A gives a Kraus representation. Finally, from the construction
in Theorem 4.16, as a Stinespring representation we may take E to be a copy of A and

V= Z\aa)(a

Characterization of quantum channels

Theorem 4.16 characterizes when a superoperator ® 4_,p is a completely positive map. We now
identify the appropriate conditions for when ® 4,5 is a quantum channel (i.e. when it is also
trace preserving).

We note the following basic fact, which follows from Exercise 1.14:

Lemma 4.20. Suppose Ny € Lin(A). Then Ny = 14 if and only if for all My € Lin(A) we
have tr[NaMa] = tr[My].
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We use this to determine the conditions under which a completely positive map is also
trace-preserving and hence a quantum channel.

Theorem 4.21 (Characterization of quantum channels). Suppose ®4_,p € CP(A, B). Then
following statements are equivalent:

(a) Pap € C(A, B) (i.e., as well as being completely positive it is also trace preserving).
(b) The Choi operator J(®) is such that

trp[J(®)] = 1.
(c) If
,
pp(Ma) = X;MuX]
i=1
is a Kraus representation, then
T

Y XIXi=14

i=1
(d) If
D ap(My) = trg[VMAVT]
is a Stinespring representation, then V' is an isometry.

In (¢) and (d), if the statement holds for one particular Kraus/Stinespring representation, it
holds for all Kraus/Stinespring representations.

Proof. For the equivalence of (a) and (b) we use Lemma 4.15 to see that
tr[® a5 (Ma)] = trftral(Lp @ Ma)J(2)]] = tr[(1p © Ma)J(®)] = tr[M trp[ ()]
so @4, is trace-preserving if and only if for all M4 € Lin(A)
tr[M}] = tr[Ma] = tx[M trp[T(2)]

and by Lemma 4.20 this is equivalent with trg[J(®)] = 14

For the equivalence of (a) and (c) we observe that if we have a Kraus representation, then for
My € Lin(A)

tr[@asp(Ma)] = Y e[ X MaX]]
=1

T
=" tr[X] XMy

i=1

= tr] (i XJXz'> M4]

=1
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so ® 4, p is trace-preserving if and only if we have

tr[My] = tr| <Z b'el XZ-> My].
i=1
By Lemma 4.20 this holds for all M4 € Lin(A) if and only if
S XX =14

=1

For the equivalence of (a) and (d) we similarly find that if we have a Stinespring representation,
® 4, p is trace-preserving if and only if for all M4 € Lin(A)

tr[Ma] = trftrp[VMAVT]] = tr[VMAVT] = tr[VIV M4).
By Lemma 4.20 this is the case if and only if VIV = 14 so if and only if V is an isometry. [

The Stinespring extension may be visualized as follows:

A B A
—Pasp— = —/ V

s s

where the dot indicates we take a partial trace. We will comment a bit more on its meaning next
lecture!
We summarize the concepts and notations we have introduced in this lecture.

Concept Notation

Superoperator ®4,5,VY4,p € Lin(Lin(A), Lin(B))

Classical channel Q:P(X)—9qY)
Py (y) = >p a(ylx)px (x).

Quantum channel D45, Y45 € C(A B)
Identity channel Ty € C(A)

Choi operator J(®) € Lin(AB) for a superoperator ®4_,p.

Kraus representation Dup(Ma) =3, XZ-MAXZT for X; € Lin(A4, B)
with 3, X7 X; = 14.
Stinespring representation D4 ,p(My) = trg[VM4VT] for V € Isom(A, BE).

Outlook

The exposition in this lecture is based on [45], which has an extensive discussion of various classes
of quantum channels and their structure. The same material is covered in many textbooks, for
example [31,47].
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Continuous time

Our ‘model’ of a quantum operation was that of an operation that happens one single step.
This is in contrast to the Schrédinger equation which describes continuous time evolution. It is
clear that there should be notions of continuous time noisy quantum channels, modelling the
continuous interaction with a bath, or the continuous presence of some noise process. Consider
a quantum channel ®4. We would like to see ® 4 as the result of applying some infinitesimal
operation many times. As a first step, we could ask whether there exist any channels \II(AI) and

\11542), which are both different applying a unitary conjugation, such that ® 4 is the composition
oy =0Foul).

If such channels exist we call ®4 divisible. There exist channels which are not divisible. We
demand that the \I/E;) are not a unitary conjugation, since we can clearly always write ®4(M4) =
UA(U:[‘@A(MA)UA)UI1 which is not an interesting decomposition. Next, we could also ask for

the existence, for each n € N of a channel @gl) such that

(I)A:(I)E:)o---o(l)j(:).
—_——
n times

This means that we can divide the channel into arbitrarily many ‘short time’ channels. In this
case the channel is called infinitely divisible. Finally, there is the notion of a Markovian channel,

(®)

which is a family of channels ®),” for ¢ > 0 which continuous in ¢ and is such that for any s,

(s+t) _ () o p®
ot = () o pl!
In this case, it turns out that p4(t) = @S) (pa) is the solution of a differential equation

Cpalt) = Loa(t)

where £ is the generator of the dynamics, so formally p(t) = e“'p4. The generator £ is known
as the Lindbladian and can be given a standard form

Lp=ilp,H +Z(JPLT LTL%M)

where [+, -] and {-,-} are the commutator and anticommutator, H is a Hamiltonian and the L;
are arbitrary linear operators. The commutator with H corresponds to the usual Schrédinger
equation and models the unitary part of the evolution, the operators L; model noise processes.
This approach is very useful for modelling physical systems which are undergoing continuous noise
processes. The Markovian assumption means that the environment does not have a ‘memory’ of
the quantum state on the physical system and is often reasonable if the environment is much
larger and behaves thermally.

If you would like to learn more, see |48 for the notion of divisible channels. A textbook on
open quantum systems with detailed derivations for Lindblad dynamics is [5].

Quantum channels and entanglement

The notion of a completely positive map is intimately related to how a superoperator ®4_.p
tensored with the identity channel Zr acts on entangled states between A and R. Certain
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questions about quantum channels are hard to answer; this is particularly true for questions
concerning the capacity to send information over such channels. It can be useful to restrict to
classes of channels where one restricts what can happen to entanglement under the channel
D4 .p ®Ig. Three examples of relevant classes of quantum channels, for which analysis can be
easier, are:

e Entanglement-breaking channels: a channel ® 4, p is called entanglement-breaking [23] if
it ‘breaks entanglement’ between A and any reference system, in the sense that for any
reference system R and state par € S(AR) the state

oBr = (Pa—B ®ZIR)(paR)

is separable. This is equivalent to the Choi operator J(®) being separable.

e PPT channels: This is a similar notion, but now imposing the weaker condition that for
any reference system R and state pagr € S(AR) the state

oBr = (PaB ®ZR)(pAR)

is PPT, i.e. applying the partial transpose on B gives a positive operator (I'g(opr) > 0
in the notation of Exercise 2.16). Equivalently, the channel ® 4,5 is PPT if it remains
completely positive when composing with the transpose on B, so the superoperator

.
Ma— ®a,p(My)

is a quantum channel. An interesting conjecture is that if ® 4 is PPT, then &4 0 &4 is
entanglement breaking [8].

e Degradable channels: a channel is degradable if it does not ‘leak all information to the
environment’. Given a Stinespring representation of ® 4 ,p

D ap5(Ma) = trg[VpaVT]
we can define the complementary channel which is the channel mapping to the environment
Gop(Ma) = trp[VpaVT].

The channel is degradable if one can obtain the complementary channel from the channel
itself. This means that there is a channel ¥ g_, g such that

G . p=VYp,poPa,p.

A channel is anti-degradable if the complementary channel is degradable (so in this case
one can recover the channel outcome from the complementary channel). For example,
entanglement-breaking channels are degradable.

See [47] for more information and applications of these classes of channels.

4.3 Exercises
4.1 Classical channels: Show that classical channels are always CPTP.

4.2 Positive maps on separable states: Show that if ® 4, g is positive, then for any reference
system R and any separable state p € S(AR) we have

(®a-B ®IR)(par) > 0.
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4.3 The Choi isomorphism: Prove Lemma 4.15.

4.4 Convex combinations: Show that the set of quantum channels between systems A and B
is convex, that is, if @45, V4,5 € C(A, B) and p € [0, 1], then the superoperator defined
by

My = pPasp(Ma)+ (1 —p)¥asp(Ma)
defines a quantum channel.

4.5 Writing down channels: For the following scenarios, write down the quantum channel
that models it.

(a) You have a qubit system. With probability % you do nothing; with probability % you
discard the state and prepare the state |0).

(b) You have two qubit systems, A and B. You replace the state on the B-system with |0)
and apply a Pauli Z operator to the A-system.

(¢) You start with system A, add a register F in state |0). You apply a global unitary U on
A and F and then discard the system F.

4.6 Extending to a linear map: Show that given a map ® 4,5 : S(A) — S(B) satisfying
Eq. (4.1) extends uniquely to a linear map ® 4,5 : Lin(A) — Lin(B). Hint: use Exercise 1.15.

4.7 Measurement as a quantum channel:

(a) Given a measurement pg = {{t4 ¢ }zeqy, On a quantum system A with outcomes stored
in a classical register X, the measurement channel is

U (Ma) =) tr[paaMal ) (] .

Prove that this superoperator is a quantum channel.

(b) Suppose that 4, x is a quantum channel such that ®4_,x(p4) is classical for any
pa € S(A). Such a channel could be called a quantum-to-classical channel, as it
maps a quantum system to a classical system. Show that there exists a measurement
ua € Meas(A, X) such that ®4_,x corresponds to the measurement channel with
measurement p 4, so the set of quantum-to-classical channels to X coincides with the set
of measurements with outcomes in X.

4.8 Examples of quantum channels: Let p € [0,1]. Prove that the following superoperators
are quantum channels.

(a) The depolarising channel D, : Lin(A) — Lin(A), given by
1

My = (1= p)Ma+ptr[Ma] 1.
A

Compute the Choi matrix of D,,.
(b) The dephasing channel Py : Lin(A) — Lin(A) given by

My = (L—p)Ma+p Y _(a|Mala)|a)(al.
acA
where A is a basis (typically the standard basis) for A. Give a Kraus representation for

Pp.
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(c) The erasure channel &, : Lin(A) — Lin(A’) where H 4 = H 4 @ span{|L)}, given by
My (1= p)Ma + ptr[Ma]| L)(L] .
(d) The replacement channel R, : Lin(A) — Lin(B), for p € S(B), given by
My — tr[Malp .

Compute a Stinespring representation for R,. Hint: if you prepare a purification of p on
BR and discard both system A and the purifying system R, then this has the same effect
as the replacement channel.

4.9 Different representations: Compute the Choi operator and give Kraus and Stinespring
representations of the following channels.

(a) The partial trace trp : Lin(AB) — Lin(A).
(b) The depolarising channel from exercise 4.8.
(c¢) The replacement channel from exercise 4.8.
(d) The swap channel Swap : Lin(A ® A) — Lin(A ® A) given by p® 0 — 0 ® p.

4.10 Quantum channels on matrices: Let p € S(C?) be a single qubit state, written in the

computational basis as
a b
p= .
b* ¢

(a) Compute the action of the depolarising channel D), from Exercise 4.8 on this matrix.
(b) Compute the action of the dephasing channel P, from Exercise 4.8 on this matrix.
(c¢) Show that for p > 0,

a 0

Dy(p) — 1y =Di(p), Pylp) — (0 .

5 >:771(p) as n — 00.

4.11 More examples of channels:
(a) Consider the superoperator ® 4, 45 defined by
Mo — Ma®pp

for some fixed pp € S(B). Show that this defines a quantum channel and compute its
Choi matrix.

(b) Consider a measurement (4, and a collection of states pp, € S(B). The superoperator
® 4, p is defined by

Pap(My) = Z tr{paMalpBe-
X

Show that this defines a quantum channel and give a Kraus representation.
(c) Let Uy,...,U, € U(A) and let p; for i = 1,...,r be a probability distribution. Let ® 4
be the superoperator defined by

Dp(Ma) = pilUiMaU].

=1

Show that this defines a quantum channel and give a Stinespring representation.
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(d) For each of the above channels, give an operational interpretation.

4.12 Constructions for completely positive maps: This question provides some alternative
constructions for the proof of Theorem 4.16.

(a) Suppose we are given ® 4,5 : Lin(A) — Lin(B) in its Stinespring representation
@ p(Ma) = trp[VMaVT],

for V e Lin(A, BE). Use V to directly construct Kraus operators X; € Lin(A4, B) for
1 =1,...,r such that

T
Cup =D X;MsX] .
i=1
(b) Suppose instead we are given ®4_,p in its Kraus representation as above. J(®4_,p) in
terms of the X;, and show that it is positive.
(c) Now, assuming only that J(®4_,p5) > 0, show that ® 4,5 is completely positive. In
other words, show that for any auxiliary system C' and M4¢ € Lin(AC),

Mac > 0= [®ap®@Ic|(Mac) > 0.

4.13 The Schrédinger equation: The Schrédinger equation for the time-evolution of pure
states is d
@) = —tH@(@)
where H(t) € Lin(A) satisfying HT(t) = H(t).

(a) Show that
W (t)) = Utly(0))

for some unitary U; € Lin(A).
(b) Write down the effect of time-evolution by ¢ on a general quantum state p € S(A), and
deduce that time-evolution is CPTP.

4.14 Uniqueness of Kraus representations: Let ®4_,p € C(A, B) be a channel with two
different Kraus representations

T S
Pasnlp) = Y XipX] = VY],
i=1 j=1

where X;,Y; € Lin(A, B). Note that without loss of generality we may assume that r = s
(otherwise just add zero operators to the shorter representation).

(a) Let {|ia)} be a basis for A, and define the following vectors in A ® A:
i) =) _|ja) @ Xilja) .
J
lyi) == lja) @ Yilja) -
J
Show that

> lwa)ail = )il =K
=1

i=1
and that K > 0.
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(b) Since K is positive it can be decomposed as

K= Melkaa)(kaal ,
k=1

for some A\, > 0 and a basis {|k44)} for A® A. Show that
i) =Y oV Aklkaa) (i) =D winv/Melkaa)
k=1 k=1

for some r x r unitary matrices (v;;) and (wjg).
(c) Deduce that the two Kraus representations are related by a unitary transformation. That

is,
,
X = E u Yy,
j=1
where wu;; are the elements of an r X 7 unitary matrix.

4.15 Uniqueness of Stinespring representations: Let ® 4,5 € C(A, B) be a channel with
two different Stinespring representations

(I)A—>B(MA) = tI‘E[VMAVT] = trF[WMAWT] R

for V.e I(A,BE) and W € I(A, BF') isometries. By extending the smaller system, assume
without loss of generality that dim £ = dim F'. Show that

V=01U)W,

where U is a unitary matrix mapping from F to E. Hint: use Ezercise 4.1}.
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Lecture 5

Protocols as quantum channels

Concept Math translation

The Stinespring representation: every
Quantum channels as physical pro- quantum channel can be realized as unitary
cesses. evolution, when also including a system

modelling the environment.

Measurement pgq = {pa(z) : © € X'} corre-
sponds to channel
Measurements are quantum chan-

nels. Ma > tr[Mapa(e)] |z)(zl.

xX
Quantum protocols involving local LOCC channels are compositions of one-
quantum operations and classical way LOCC channels as in Definition 5.5
communication (LOCC) and Definition 5.6.

A quantum channel, which consumes an
Superdense coding entangled pair and uses one qubit of com-
munication to send two classical bits.

A quantum channel, which consumes an
Teleportation entangled pair and uses two classical bits
of communication to send a qubit.

In this lecture we will discuss three different aspects of quantum theory which are modelled
by quantum channels. Firstly, quantum channels model physical processes. Unitary evolution
(as given by the Schrodinger equation) models the evolution of a closed quantum system, that
does not interact with an external environment. Open quantum systems are quantum systems
which have interactions with a (non-controlled) environment. In general, if we have a noisy
system, this is due to an interaction with an environment. In this lecture we will first discuss two
consequences of our characterization theorem for quantum channels: the Stinespring extension
shows that any quantum channel can be understood as extending to an environment system, on
which we perform unitary dynamics.

A second application of quantum channels is that they incorporate measurements, as channels
which map to classical systems. Our characterization of quantum channels will elucidate how
general measurements can be realized by projective measurements.

Finally, quantum channels are the way we model general information processing protocols.
We will define an important class of quantum protocols (Local Operations and Classical Com-
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munication, LOCC in short). After that we conclude by describing two important protocols,
superdense coding and teleportation, dealing with the question of how to send classical bits using
quantum bits and vice versa. This will be our first encounter with proper information theory in
these lectures!

5.1 Quantum channels are physical

In the previous lecture we ‘derived’ quantum channels by imposing reasonable conditions: we
demanded that channels sends states to states, and that this property is stable under taking
tensor products. A question that may arise is that while these seem like necessary conditions it
is perhaps not clear that they are also sufficient. Indeed, it could be that there is some other
condition we missed so far, which could cause certain quantum channels to not correspond to
a legitimate quantum dynamics. So, we could be worried that our Axiom 5 is too loose and
that the set of possible dynamics between systems A and B is some strict subset of C(A, B).
Fortunately, the fact that every channel has a Stinespring dilation shows there are no such
additional conditions. To see this we slightly reformulate the Stinespring extension. Suppose
that ®4_,p is a quantum channel, with Stinespring extension V' € Isom(A, BE) so

D4 p(Ma) = trg[VM4VT).

Then we may choose E' and F with Hr C Hps such that dim(AF) = dim(BE’) and we may
further extend V to a unitary U € U(AF, BE') in such a way that

Ulpa)lOr) = Vi|a) (5.1)

for some arbitrary fixed state |0) on the extending system F' and for all ¥4 € H4. The fact that
you can construct such an extension is Exercise 5.1. Given such a unitary extension, it follows
directly from Eq. (5.1) that

Dqp(My) :trEl[U(MA®|0F><OF|)UT]. (5.2)

In diagrammatic notation: |[MW: different category|

A B |0)—
—Pup— = 4 | U

s s

The interpretation of this is that any quantum channel can be realized with the following three
steps:

(a) Prepare a fixed pure state |0)(0] in an additional system F.

(b) Apply a unitary map to AF.

(c) Discard the subsystem E'.

These three operations are all physically reasonable operations, and therefore, in principle any
quantum channel represent a physical process and Axiom 5 is no stronger than assuming that we
can prepare pure states, apply unitaries and discard subsystems. In physics terminology, the
above means that we can realize any quantum channel by coupling our system to an environment,
time-evolve along a global Hamiltonian, and then restrict to the relevant subsystem.
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Remark 5.1. Now that we have seen that quantum channels are in the above sense not more
general than unitary evolution and the possibility to restrict to subsystems, you may wonder why
we bothered to introduce quantum channels in the first place. Similarly, mixed states always
have purifications, so in principle we could do all quantum (information) theory using only pure
states and (projective) measurements. However, there are good reasons to use the formalism of
mixed states and quantum channels. In many situations we do not have access (physically) to
the purification of a state, and similarly, we do not know the actual interaction of a system with
its environment, but we just know how the channel acts on our system of interest. For instance,
there may be some really complicated interaction with the environment, but the effective result
on our system is by good approximation a depolarizing channel. Besides this, in many cases we
will want to do probabilistic operations on our states, and while we in theory could purify, this
would be an artificial construction and obscure the interpretation of the process.

Quantum channels as noise models

We just saw that quantum channels can be modelled by an interaction with an environment.
Such dynamics are also known as open or noisy dynamics. For instance, if one would like to
build a quantum computer, ideally one can create a completely closed system, which performs
exactly the desired unitary gates. However, in practice there will be some interaction with the
environment which induces noise in the quantum computing device. One could model the noise
in the Stinespring picture by explicitly taking the environment into account. It is often difficult
to make accurate models for the (large and uncontrolled) environment, so it is often more useful
to describe noise processes as quantum channels, for example using a Kraus representation.
A popular noise model is depolarizing noise, as defined in Example 4.13

Dp(Ma) = (1 —p)Ma + ptr[Malra

which models that with probability 1 — p no error happens and with probability 1 — p the
state gets replaced by a maximally mixed state. For a qubit, you can check that a Stinespring

L 4
representation is given by {y/1 — p1, \/gX, \/;Y, \/gZ, \/g]l}, SO

3
Dy(Ma) = (1 — Zp)MA + ‘Z (XMAX +YMAY + ZMaZ) . (5.3)

This means that this also models the scenario where with probability p a random Pauli operator
out of {1, X,Y, Z} is applied to the qubit!
Qubit channels

To gain some more feeling for quantum channels, we will now visualize some qubit channels as
operations on the Bloch ball, parametrizing qubit states. To begin with we would like to know
what happens to the Bloch ball when we apply a unitary, so we map

p— UpU f
It is a fact that every qubit unitary can be written as
U = ¢ibeil

for a phase ¢ € [0,2n] and a Hermitian qubit operator H with tr[H] = 0. Global phases do not
matter, so we can ignore ¢. Since the Pauli operators {X,Y, Z} for a real basis for Hermitian
traceless operators, we may write

H=0@X+yY +22)

86



for 7= (z,y, z) on the Bloch sphere. In Exercise 5.5 you will show that

U=U(70) =exp(if(zX +yY + 272))
= cos(f)1 + isin(0)(z X +yY + z2)

and that this corresponds to a rotation of the Bloch ball around the axis given by 7, with angle 26.
In conclusion, there is a one-to-one correspondence between unitaries on a qubit and rotations of
the Bloch sphere.

For another example we take the depolarizing channel

1
Dp(MA) =(1—p)My +ptr[MA]§.
Given p(7) it gets mapped as

1<1+z xiy>H1( 1+ (1—p)z (1p)wi(1p)y)

2 2

r+iy 1—=z (1—-p)z+i(l—p)y 1-(1-p)z

so it gets mapped to the state which has rescaled Bloch vector (1 — p)7. In other words, the
depolarizing channel D), shrinks the Bloch sphere by a factor 1 — p. Note that the fixed point
7 = 0 of this operation corresponds to the maximally mixed state.

As a final example we take the dephasing channel

Pp(Ma) = (1 —p)Ma + p((0[M4]0)[0) (0] + (1[M4[1)[1)(1]). (5.4)

Given p(7) you can check this gets mapped as

1(1+z z—uy »—>1 1+2 (1 —p)x—i(l —p)y
2\z+iy 1-=2 2\ -pz+i(l-py 1—z '
We see that this corresponds to mapping 7 = (z,y, 2) to ((1 — p)z, (1 — p)y, z). Visually this

corresponds to shrinking the Bloch ball, but only in the x,y direction (so the result is an ellipsoid
along the z-axis).

5.2 Measurements as quantum channels

Given a measurement u = {ua(z)}zexr on a quantum system A with outcomes in a classical
register X, we can model this measurement as the channel (IJJXI Ly

O (Ma) = tr[pa(e) Ma] |2) (. (5.5)

In Exercise 4.7 you have shown that this indeed defines a quantum channel, and that any
quantum-to-classical channel corresponds to a measurement. We will now use the quantum
channel framework to address two aspects of quantum measurements that were so far perhaps
not entirely satisfactory.

How to implement a measurement?

We introduced the set of measurements in Lecture 1, but the ‘natural’ set of measurements one
finds in the pure state formulation of quantum mechanics are projective measurements. However,
similar to the above discussion on the Stinespring dilation, we will see that any measurement can
be constructed using only a projective measurement. This fact is known as Naimark’s theorem.
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Theorem 5.2 (Naimark). Suppose a4 € Meas(A, X). Then there exists an auziliary system F
and a projective measurement vap € Meas(AF, X) such that

D x(pa) = Phrx(pa ®10r)(0r)

for some state |0p)(0p| € S(F).

Proof. Consider a unitary extension of the measurement channel as in Eq. (5.2)

4, x(pa) = trp[U(pa ® [0F)(0FUT).
for unitary U and some pure state |0r) on F. Then the probability of outcome z is given by
pa(pa) = (2|®_, x (pa)|z) = (2| trp[U(pa © [0p) (0 )U][2)

tr[((z| ® 1)U (pa ® |0p)(0p)UT(Jz) @ 15)]
= tr[(UT(|2) (x| ® 1p)U)(pa ® [0F)(0F])]-

Therefore, if we define
P, =U'(|z)(z| ® 1)U € Lin(AF)

these are projection operators and

ZP _ZUT (Jz){(z| ® 15)U
:UT O lz) (x| © 1p)U = UTU = 1ap

=1x®1g

and the P, define the desired projective measurement vap(z) = P,. O

What happens to a quantum state after measurement?

So far we modelled measurements in a ‘destructive’ way, in the sense that we said that after
measurement we just have the classical outcome and no longer have a quantum state. This
corresponds to the channel in Exercise 4.7. By our channel formulation it is now clear what
happens to a bipartite state pap € S(AB) if we only measure the A system (so we do a partial
measurement ), which will be given by

(D4 x ®Zp)(paB) le (] ® tra[(na(z) @ 1p)pas]

In particular, if we see outcome z in our classical register, the state on B must be

tra[(pa(r) ® 1)pas]
trlpa(z)pal

More generally, we can look at quantum channels which output classical information X but also
keep some quantum system B. Such channels must be of the form (see Exercise 5.4)

q)A—>BX MA Z@A%B I(MA) ® ’x>< ’
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where each © 4,5, € CP(A, B) but need not be trace-preserving. However, for ®4_,px to be a
quantum channel, we do require that

Z OaBa € C(A, B)
x

(by assumption the sum is completely positive, so the nontrivial condition is that the sum is
trace-preserving). From this we see that a channel which outputs some classical information x is
captured by the following definition:

Definition 5.3 (Instrument). A collection of maps {©4_,p .} C CP(A, B) is called an instrument
if

®A~>B = Z @AHB,IE
43

is a quantum channel (i.e. it is trace preserving).

If our initial state is pa € S(A) we now find classical outcome = with probability
Pz = tr[©a5B2(p4a)]
and if we observe z, then the post-measurement state on the register B is given by

S ©4-5B2(pA)
T tr[O@asa(pa)l

Given a measurement p4 € Meas(A, X) we can define an instrument by

Oaz(pa) = Via(®)pay/pa(z)

which gives the post-measurement state, given outcome =z,

_ Vpal@)pay/pa(z)
trlpa(z)pal

PAx

In the special case of a basis measurement p, = [¢;)(1,|, the post-measurement state is just
given by [15,) (1.

Finally, we comment on an important difference between quantum and classical information.
The fact that measurements have some ‘destructive property’ is very central to quantum informa-
tion theory. The most basic incarnation of this phenomenon is the no-cloning theorem. Suppose
that you had a ‘cloning device’ which took as input a quantum state and returned you two copies
of the state. This would allow non-destructive measurements: one would simply clone the state
p, and measure only one copy. However, such cloning devices do not exist, not even if we restrict
to pure states:

Theorem 5.4 (No cloning). For any system A with |A| > 2 there is no quantum channel cloning
(pure) states, i.e. there does not exist a channel ® 4,44 with the property that for all pure
pa € S(A)

Daaa(pa) = pF.

The reason is that such an operation would violate linearity (so there is not even a cloning
superoperator). You will prove this in Exercise 5.3.
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5.2.1 Local operations and classical communication (LOCC)

In the previous section we discussed the precise mathematical formulation of measurements in
terms of quantum channels. A measurement is any situation where we extract classical information
from a quantum system. An important scenario in information theory is the following: we have
two parties, Alice and Bob. They are able to locally manipulate their quantum systems at will,
but they can only communicate classically. For instance, we may imagine a situation where Alice
and Bob each have their own lab, and they are spatially separated. They can not send over
quantum bits, but they can call each other on the telephone to tell each other what measurement
outcomes they found in their experiments.

Such a set-up is formalized by the notion of Local Operations and Classical Communication,
LOCC in short. The idea is that we allow Alice to perform any operation on her system, and
then communicate classical information to Bob. Then Bob is allowed to do any operation on his
system and send classical information to Alice, and Alice and Bob may do as many rounds of
this as they would like. The precise definition is a bit complicated and unwieldy, as we will see
below. However, we will rarely use this formal definition, and the concept of LOCC, as expressed
in the above scenario should be clear.

For the formal definition, let us first define what a single round of LOCC is.

Definition 5.5 (One-way LOCC). Suppose Alice and Bob have quantum systems A and B, and
they apply some quantum channel ® 45_, 4/p/ after which Alice has system A’ and Bob B’. We
say that (I)AB—>A’B’ is:

(a) one-way LOCC from Alice to Bob if there exists an instrument {© 4,4/ 5}, and a channel
Vp_,p 4 for each z such that

Pupsap = Z Ousa . ¥B B,
T

(b) one-way LOCC from Bob to Alice if there exists an instrument {©p_,p/ ,}, and a channel
W 44, for each x such that

Dppap = E VA ®Op,p g
T

In this definition, for the one-way LOCC from Alice to Bob, = represents the classical data
Alice obtains from her instrument. This classical information may be sent from Alice to Bob and
Bob performs the channel ¥p_, g . depending on the value of . A one-way LOCC channel from
Bob to Alice has a similar interpretation with the roles of Alice and Bob reversed.

Definition 5.6 (LOCC). Suppose Alice and Bob have quantum systems A and B, and they
apply some quantum channel ® 4p_, 4/ after which Alice has system A’ and Bob B’. The
channel ®4p_, 4rp is called LOCC if it can be written as a composition of channels which are
either one-way LOCC from Alice to Bob or one-way LOCC from Bob to Alice.

Again, this is a rather complicated definition. Besides being a long definition, it is also
mathematically difficult to work with. This is mainly because of the unbounded number of
rounds in the definition. This means it may be challenging to check if a given channel is LOCC
or not, or perform mathematical analysis in the class of LOCC channels. The following is a more
general notion, which has a less clear operational interpretation but is often easier to work with.
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Definition 5.7 (Separable channels). A quantum channel ® 45,45 € C(AB, A’B’) is called
separable (between AA" and BB') if there exist collections of completely positive maps W4, 4/ , €
CP(A,A’) and Op_,p,, € CP(B, B’) for w € Q such that

Papap = Z Uasa,w®0OB,p
weN

Note that the definition of separability involves a choice of both the input and output systems of
the channel into two subsystems. We have the following:

Lemma 5.8. A composition of separable channels is separable. Every LOCC channel is separable.

The proof is Exercise 5.9. See Exercise 5.10 and Exercise 5.11 for a characterization of separable
channels. A state is separable if and only if it can be prepared by an LOCC channel, as you can
show in Exercise 5.11.

5.3 Superdense coding and teleportation
We will address two basic questions in information theory:

(a) If I can send over a quantum bit, can I also send classical information, and if so, how much?

(b) If T can send over classical bits, can I also send over quantum information, and if so, how
much?

In this lecture we will not give a complete answer to this question, but we will show two
particular and famous protocols. These protocols assume that Alice and Bob do not only exchange
(qu)bits, but that they also share a maximally entangled state!

To analyze these protocols, we introduce the Bell basis of H4 ® Hp = C? @ C?, consisting of

@) = 7<\oo>+rn>> @) = 7<roo> 11))
@447)) = —=(|01) + |10)) B0y = L (110 - o1))

\/5 V2
This basis is such that |® 00)> |®% ) is the usual maximally entangled state, and

@57)) = (X"2° @ 15)|®} ). (56)
Note that by the transpose trick in Lemma 2.18
@5 = (1 ® (X727) )@} ) = (1a @ Z°X7)| ). (5.7)

Superdense coding

We start with superdense coding, which is a protocol to send over two bits of classical information,
sending over only a single qubit and using a shared maximally entangled qubit between Alice
and Bob. The idea is simple: if Alice wants to send over bits x and z, she applies X*Z# to her
system. If she then sends over her subsystem, Bob will possess the state ]@fg}, and he can just
measure in the Bell basis to find « and z.
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z,z € {0,1}

X.’L’ZZ
A
|<I>+ > Alice \
B [@7%)

Teleportation

There is a dual protocol, which also requires a shared maximally entangled state between Alice
and Bob, and which allows them to transfer a single qubit by sending over two classical bits.

Let us first describe the procedure in words. Alice considers her part of the maximally
entangled state and the qubit system S she wants to send over. She measures in the Bell basis,
obtaining an outcome xz. She sends over this outcome to Bob (at a cost of two classical bits
of communication). Bob then applies the unitary Z*X? to his system. This is described in the
following diagram:

S
— X z,2 €{0,1}
A |®(=2))
Alice
¢>+
| AB> Bob
B AP,

This is an example of an LOCC protocol! Let us now write out the teleportation protocol as
a quantum channel and check that it actually performs as promised and the qubit comes out on
Bob’s side! Let Mg € Lin(S), then the protocol consists of the following steps:

(a) Prepare a maximally entangled state on AB

Mg = Mg @ |9} 5)(P) |-
(b) Measure in the Bell basis

Ms @ 05051~ > (057 @ 1(Ms ® 05008 5)I067) © 15) ® |22) (22
z,2€{0,1}

(c) In the next step we send over the classical system with the information about x and z to
Bob, and Bob applies Z%X*  which yields

Ms— Y 25X (@57 @ 1p(Ms @ [0F ) (@7,5)I067) @ 1) X°2°  (5.8)
z,2€{0,1}

using (Z7X*)t = X* 77,

We conclude that after the teleportation protocol, we have implemented the channel defined by
Eq. (5.8) which we will denote by ®s_,5. Now, S and B are both qubits and we claim that this
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channel is really the identity channel from S to B, so ®5_,5 = Zg_,p. This would confirm that
we have indeed sent over the qubit using this protocol! To see this, we rewrite

dg p(Ms) = Z ZPX" (@4l @ 1p(XTZPMgZP X® @ | 5/ (@ 5| @5 4) ® 15) X*Z7
z,z€{0,1}

using Eq. (5.7). Now we may verify that

(Is @ (PhpN (1250 @ 1) =5 > (Ls @ (ia| @ (in|)(js) ® [a) © 1)

i,j€{0,1}

== 3 ljis) ® (ialja) ® (il (5.9)

i,j€{0,1}

=3 3 lis)is|

1€{0,1}

N — N | —

and hence

®s55(Ms) = % YD ZX |ip)(is|(XTZ7)Ms(2°X")|js)(jnl X "2

T,z 1,j

= L (2 X (X2 M 2P X7 (X Z7) = M.

This is what we wanted to show, and the teleportation protocol indeed transmits the qubit from
Alice’s side to Bob! To give a little more intuition for how this works, we note that if we visually
represent the operations of preparing a maximally entangled state |®7 5) (@7 5| and projecting
onto this state (i.e. Mag — (D} 5/ Map|®]5)) as respectively

K

then the equality in Eq. (5.9), ignoring the normalization, can be visualized as

P

This gives the following visual ‘proof’ of ®g_.5(Ma) =Zs_.p
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S Xzz%

2 {0,1
z,z € {0,1} 4
= Alice
Bob
ZZXZL‘ ) B ZZX{L‘
_ XIZZ
S
— Alice
Bob
B ZFXT —
S
= Alice
Bob
B

which is valid for each outcome x, z. Since we have shown that teleportation really implements
the channel mapping the system S to B, if we have an additional reference system R, it must
also hold that if we start with a state pgr € S(SR), the teleportation protocol preserves the
correlations with the R system. For instance, if S is maximally entangled with R, then after
teleportation B will share a maximally entangled state with R:

R R
PRS
S X z,z€{0,1} _
A eg) PR
g (A
B VAD. & B

showing that Zr ® ®55(prs) = pPRrB-

Outlook

For an elaborate discussion of LOCC and separable channels we refer to [45] and [6].

5.4 Exercises

5.1 Unitary extension: Confirm that given a Stinespring extension V' it is possible to find a
unitary as in Eq. (5.1).

5.2 Projective measurements in Bell games: Explain why in Lecture 3 we could restrict to
quantum strategies using only projective measurements without loss of generality.
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5.3 No cloning: In this exercise you will prove Theorem 5.4.

(a)

(b)
()

Suppose A and A’ are qubit systems. Show that there does not exist a quantum channel
® 4_, 4 4» which is such that

Duan(pa) = p% (5.10)

for all classical pa = p|0){0] + (1 — p)|1)(1] for p € [0,1].

Show that there is no channel ® 4,44/ such that Eq. (5.10) holds for all pure states.
Hint: look at two different bases.

Prove Theorem 5.4 (note that this concerns any system A with |A| > 2).

(d) What are the qubit states which are both pure and classical? Show that there does exist

a quantum channel which clones all qubit states which are both pure and classical.

5.4 Instruments: Suppose that ®4_,px is a quantum channel such that for any input p4 the
resulting state on X is classical, so

aspx(pa) =Y p(x)ppa @ |2)(z|

for some probability distribution p and states pp , € S(B) depending on p4. Show that there
exists an instrument {©4,p, € CP(A, B) : x € Qx} such that

Pipx = ZGA%B@ ® |z)(x|.
xr

5.5 Unitaries on the Bloch sphere: This exercise concerns unitaries on a single qubit.

(a)

Show that for ¥ = (z,y, z) on the Bloch sphere
H(F)=azX+yY + 22
satisfies H(7)? = 1 and tr[H ()] = 0.
Suppose that H is a hermitian qubit operator such that H? = 1 and tr[H] = 0. Show
that
et — cos(#)1 + isin(0) H.

Hint: use the spectral decomposition. The conditions on H completely determine the

values of the two eigenvalues.
For the special case H = X (so ¥ = (1,0,0)), check that

U(G) — ei@X

acts as rotation by an angle 26 around the x-axis. That is, show that if p(5) is a state
with Bloch vector §= (2/,y/, 2') it gets transformed as

p = U0)pU(0)" = p(t)

where

t = (2',cos(20)y’ — sin(26)2,sin(260)y’ 4 cos(26)2’).

5.6 Qubit quantum channels:
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5.7

0.8

5.9

5.10

(a) Show that the qubit depolarizing channel can be written as in Eq. (5.3).
(b) Show that the qubit dephasing channel in Eq. (5.4) has Kraus operators {,/1 — £1, \/gZ}.

Kraus decompositions for instruments: Given a POVM {y; ?fol on a system A, we
can construct an instrument of the form

m—1

Masp(Ma) =Y lip) (il trlmida] ,
1=0

where {|ig)}" ! form a basis for B.
Define a POVM on C? with elements

po = SHICH L = Sl s e = Sl

where

) = 5 (10 + e 1))

and let A4, be the above map. Here dim(A) = 2, dim(B) = 3.

(a) Verify that {u;}?_, defines a POVM.

(b) Write down a set {X;}2_, of Kraus operators for this instrument, and the corresponding
Stinespring dilation isometry V' € Lin(A, BF).

(c) Let |a;) € A be such that pu; = |oy)(a;|. Show that W = Z?:0|i3><ai| defines an
isometry in Lin(A4, B).

(d) Let @ = WWT € Lin(B). Show that the vector

2) = —=(10) + ¢ [1) + e % |2)

Sl

3

is in the kernel of Q).
(e) Define
’,81> = |ai>®|OE>+<Z‘iB>|O>®|1E> y fOI“iZO,l,Q.
Show that these vectors form an orthonormal set in A ® F, for E an auxiliary system
with dim E = 2. Find a normalised vector |33) such that {|3;)}7_, is a basis for A ® E.

(f) Show that the projectors P; = |3;)(5;| for i = 0,1,2 form a Naimark extension of our
POVM. In other words, show that

tr{p; Ma] = tr[P;Ma ®10)(0]] , for all M4 € Lin(A).

Entanglement swapping: Suppose that Alice and Bob both share a maximally entangled
qubit state with a third party Charlie. Describe a procedure by which Alice and Bob can
generate a maximally entangled qubit pair between them using LOCC operations.

Remark: This trick is used in practice to generate entanglement over long distances from
shorter distance entanglement!

Separable channels: Prove Lemma 5.8.

Characterization of separable channels: Let ® 45,45 € C(AB, A’B’). Show that the
following are equivalent:
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5.11

5.12

(a) The channel ® g5, 4/p/ is separable.
(b) The Choi matrix J(®) € PSD(ABA’'B’) is separable under the bipartitioning AA’
versus BB'.

(c) There exists a Kraus represention with tensor product Kraus operators, that is, there
exist operators X; € Lin(4, A’) and Y; € Lin(B, B’) such that

®upap (Map) =Y (X; ® Vi) Map(X] @ Y}).

7
Hint: prove (a) = (b) = (c) = (a), following the argument in the proof of Theorem 4.16.
Separable channels and states:

(a) Show that a separable channel maps separable states to separable states.

(b) Show that if a channel maps all separable states to separable states, it is separable. Hint:
use the characterization in terms of the Choi matrix.

(c) Show that every separable state can be prepared (from a trivial state) by an LOCC
channel.

Remote state preparation: This question concerns a protocol known as remote state
preparation, which is closely related to quantum teleportation, but here only one bit of
classical communication is required to remotely prepare a given qubit state. In contrast to
teleportation, the sender knows a classical description of the state to prepare, and has access
to a larger number of entangled qubits.

(a) Let |¢0) = a|0) + B|1) € C? be a pure qubit state. Show that

(9" = 19) (], and 1 — )] = [) (4]

where the transpose T is taken with respect to the computational basis, and
[9) = al0) + B[1) . |¥T) = Blo) —alt) .

(b) Suppose Alice and Bob share a maximally entangled state |®7 5) = \%(\00} +111)). Alice
would like to give Bob the state [¢) as a gift, but to keep it a surprise she doesn’t want
to give Bob any information about a or S.
Alice performs a projective measurement on her half of the maximally entangled state,
corresponding to projectors {Ilp, IT;} where Iy = [¢)(2)|, and Iy = 1 — |¢)(s)|. Show
that the outcome probabilities for this measurement are

1

=, r=01.
2 T

px(|q)ng><q)ng|) =

(c) Alice then sends Bob the single-bit outcome of her measurement x in a classical system
C. Show that Bob now holds the state

o = 3 Um) s © 100 (0c] + 3 [uh) whl @ ehicl

where |1) = 8]0) — all).

(d) Assume, for the moment, that |¢) is of the form |¢)) = 12(|O> + ¢®|1)). Show that

S

ZI ) Z = )l

and hence describe how Bob can recover the state |¢) from ppc.
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(e)

Now suppose that Alice wants to send Bob many nice quantum gifts |¢1), [1)2), ..., |1,) €
C?, which do not necessarily take the above form. Assume that Alice and Bob share
n - m maximally entangled states, where m = 27118 They each arrange their qubits
in a rectangle, so that the qubit from the (i, j)th maximally entangled pair lies in the
ith row and jth column (for i = 1,...,n, j = 1,...,m). For each i = 1,...,n, Alice
measures the entire ith row of qubits in the {|¢;), ;) } basis. Show that, with high
probability, there will be an entire column of qubits for which the measurements were
successful (i.e. the result corresponded to the projector Iy = [;){(¢]).

Alice sends Bob the index j = 1,...,m of such a column classically. Deduce that in this
way, Alice can remotely prepare n states in Bob’s system with approximately 1 bit of
classical communication per state (in the limit n — o0).
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Lecture 6

Measuring distances and errors

Concept

Math translation

The trace distance between states p
and o corresponds to how difficult it
is to distinguish the states p and o

The trace distance T(p,0) = %||p — o1.
Helstrom’s Theorem 6.8 states that the
optimal measurement distinguishes p and o
(when given either with 50% probability)
with probability

1

1
— 4T .
p=5+5 (p,0)

Pure states are close if their overlap
is close to 1.

The fidelity F(p,0) = ||\/p\/cl1 is given
by |{#[1)| for pure states.

The purified distance is

P(p,0) =+/1— F(p,0)?.

The fidelity is the maximal overlap
between purifications.

Uhlmann’s Theorem 6.12:

F(pa,04) = max
(pa,04) |¢AR>7\¢AR>|<¢ARWAR>|

where |¢aR), |¥ar) are purifications of py
and 04.

A quantum channel ® 4 is close to
the identity channel if it preserves
entanglement with a reference sys-
tem.

The entanglement purified distance with
respect to p4 is

P((®4 ®Zr)(pAR), pAR)

where p4g is a purification of p4.

In information theory it is often useful to allow small errors, or some small probability of
having an error. For instance, if we want to transmit information over a noisy channel, we will
want to use an error correcting code to protect the information from the errors. An example
in classical information theory would be where we have the binary symmetric channel from
Example 4.3 where a bit flips with probability p. If we want to send over a bit of information,
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one trick we could use is to simply send the same message over many times (say n times). The
receiver obtains some string of symbols, and guesses that the original message was the one that
occurs most in the string. This leads to an error in transmitting the message only if more than
n/2 of the bits flip. If p < % this happens with very small probability if n is large! In fact, for
fixed p, we can make the probability of error as small as we like by taking n sufficiently large.
However, if p > 0, the probability never becomes exactly zero for finite n.

The point of this story is that in many situations in information theory, if we allow no
probability of error whatsoever we have no capacity to transfer information, while we can transfer
information at arbitrarily small probability of error. This is one example where we find that
it is crucial to have good measures of what we mean by ‘probability of error’. In this lecture
we will introduce various such measures for quantum states and channels and derive their most
important properties.

What we need is a notion to quantify the distance between two quantum states. This means
we would like to have a metric on the set of quantum states, i.e. a function d(p, o) which measures
the distance between the states p and o. Formally, a metric on the set of quantum states S(H)
is a function d : S(H) x S(H) — Rx>g such that

(a) d(p,o) =d(o,p) for all p,o € S(H).
(b) d(p,o) > 0 with equality d(p, o) = 0 if and only if p = o.
(¢) The triangle inequality d(p,o) + d(o,7) > d(p, T) holds for all p,o, 7 € S(H).

We will see two options for defining distances on S(#). One is based on the trace norm, and the
other is based on the fidelity.
6.1 Norms of operators

Since quantum states are operators, to measure whether two quantum states are close, we need
a notion of distance on spaces of operators. There are various such notions, and here we will
introduce an appropriate norm for linear operators. For us, the most relevant norm is the trace
norm.

Definition 6.1. If M € Lin(#, K) then the trace norm, also known as the 1-norm, is the sum of
the singular values of M.

Basic properties of the trace norm are:

Lemma 6.2. Let M € Lin(H,K).

(a) The trace norm can be computed as | M||; = tr[vV MTM].
o _

() M1 =My =M [l1 = [M]x.

(c) If V and W are isometries |[VMW ||y = ||M||;.

(d) If H =K and M = M has spectrum Ay, ..., An,

1Ml = Al
i=1

Verifying these properties is Exercise 6.2.
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The last observation in Lemma 6.2 is that for Hermitian M the trace norm equals the sum of
the absolute values of the eigenvalues. In particular, the trace norm of a quantum state p € S(H)
is ||p|]s = 1, since p has nonnegative eigenvalues summing to 1. This property makes the trace
norm especially suited for measuring distances between quantum states.

Two other norms which are occasionally useful are the following;:

(a) The Hilbert-Schmidt norm ||-||gs, or 2-norm, derives from an inner product, the Hilbert-
Schmidt inner product

(M, N)ug := tr[MTN]

[M|lg := /(M, M)us = /tr[MTM].

If we express M, N as matrices in some basis, it is easy to verify that
(M,N)us = Y _ M;;Ny;.
i?j
This inner product is equivalent to viewing the matrices as vectors and taking the usual
inner product. The Cauchy-Schwarz inequality states in this case that

|tr[MTN]* = (M, N)us|* < | M5 N3 = te[MTM] tz[NTN],
and hence

|tr[MN]| < [|M]l2]| N][2-

(b) The operator norm, or co-norm, is defined to be the largest singular value of the operator
and can alternatively be expressed as

1Moo = e [ M]o)| = max /(o] MIM|o) = max[{w]M])

llvll= llvll= vll=llwll=1
It has the property that it is submultiplicative:

[MNlloo < [[M]|oo | N|oo- (6.1)

These three norms are special cases of the Schatten p-norms, for p = 1,2, 00, as explained in
Appendix A.3.
A useful fact about the trace norm is that it has a variational characterization.

Lemma 6.3. The trace norm has the following characterization: for M € Lin(H)

M|y = max [tr[MU]]|. (6.2)
UeU(H)
Moreover, for all N € Lin(H)
|tr[MN]| < [[MN]|y < [[M]|1]|Nlloo- (6.3)

Proof. Let
,
M =" sile)(fil
i=1
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be a singular value decomposition. If N € Lin(H)

Ite[MN]| =

D sled AIN]| < 37 s [(AlNea)| < M| V] (6.4)

(2
<IN loo

In particular, for any U € U(H), we have |tr[MU]| < ||[M|]1. On the other hand, extend e; and
fi to a basis, and define the unitary V' =) |fi)(e;|. Then

> — e N el =
Ulglﬁa@)ltr[MUH_tr[MV} tr[;32|el><el|:| 1M1

proving Eq. (6.2). We may now use Eq. (6.2) to prove Eq. (6.3): we have [tr[M N]| < ||MN|1
and there exists U such that

[MN|y = [tr[MNU]| < [M[[1[NUl[oo = [M][]|N]oo

using Eq. (6.4) for the inequality. O

6.2 Trace distance

For the trace distance we use the trace norm (normalized by a factor of %) as a distance measure
on the set of states on a Hilbert space H.

Definition 6.4 (Trace distance). Let p,o € S(H). Then the trace distance between p and o is
1
T(p,0) = 5llp = ol

The trace distance defines a metric on the set of quantum states (this is immediate as it
derives from a norm). The following lemma is useful for computing it:

Lemma 6.5. For p,o € S(H) we have

(a) If p — o has eigenvalues Ai,...,\,, then the trace distance is the sum of the positive
eigenvalues T(p,0) = Y. A;.
;>0

(b) The trace distance has the following variational characterization:

T(p, o) = max tx|Q{p— o).

The mazximum s attained by an operator Q@ which is a projection.

Proof.  (a) Note that tr[p — o] = tr[p] — tr[o] = 0. So, if the Hermitian operator M = p — o
has eigenvalues Aq, ..., A\, we have

n

tr[p — o] = Z)\i =0
i=1

1 1 —
T(p,0) = §||p— ol = §Z|Ail = Z Ai
=1

i:A; >0
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In the last equality we use that the A; sum to zero, so

Z|)\|_ZA—Z)\_QZ)\

:A; >0 :A;<0 A >0

d
p—o=> Aleeil
=1

is a spectral decomposition then for any 0 < @Q <1

d
tr[(p — 0)Q] = i (eilQlei) = Aifei|Qlei) + Aifei|Qleq)
iz; jf)_’ >\Z>:0 /\;0
)\ i i) > )\7,:T )
<D e \Q!e )<Y (p, o)

Ai>0 Ai>0

using (a) in the last step. Moreover, equality can be achieved if we let @ be the projection
operator @ =}y _glei) (e, we have equality.
O

Example 6.6. Let

1
pap = @4p)(@hpl and  oap = 5(100)(00] + [11){11])

be the two-qubit maximally entangled state and maximally correlated state respectively. For
their trace distance we take the difference

pas — oap = 3(00)(1] + [11)(00)) =

= @ e e

0
0
0
0

e e o 9
o O o =

NO|—=

The two nonzero eigenvalues are :I:%. The trace distance is T(pap,0aB) = %( % + %) =

It has the following useful properties:
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Lemma 6.7. For p,o € S(H) we have

(a) 0 <T(p,0) <1, and T(p,0) =0 if and only if p = o.

(b) The trace distance is invariant under isometries: if V€ Isom(H, K) then
T(VpV!,VaVT) = T(p,0).

(¢) The trace distance is monotonic under partial trace: if pap,oap € S(AB) then
T(pasoa) <T(pap,oaB).

(d) The trace distance is monotonic under quantum channels: if 84 € C(A, B) and pa,04 €
S(A) then

T(®asp(pa), Pasp(oa)) <T(pa,oa).

Proof. (a) Since it is a norm we have ||p — o||1 > 0 with equality if and only if p = 0. The
upper bound follows from the triangle inequality:

1 1
T(p,0) = 5llp = olls < 5 (ol + llofh) = 1.
(b) We have
1 1
T(VpV,VeVh) = S|[VpVT = VoVl = S|[V(p - o)Vlh

and the result follows from the invariance of the 1-norm under isometries in Lemma 6.2.
(c) We use Lemma 6.5 (b):

Tlpa,oa) = | max tr[Qa(pa —0a)]

pmax 1[(Qa ® Ip)(paB — 0aB)]

< max tr — 0
< peghax [QaB(paB — oaB)]

=T(paB,0AB)-

The inequality holds because if an operator @) 4 satisfies 0 < Q4 < 14, then the opera-
tor Qap = Q4 ® 1p satisfies 0 < Qap < lap.
(d) This follows from parts (b) and (c) by considering a Stinespring representation of the
channel ®4_,p (Theorem 4.16).
O

[MW: I change this a bit since I felt the ‘bias of u(z) for a general measurement’ discussion
was a bit obfuscating the state discrimination task. Let’s discuss!| The trace distance has a
natural operational interpretation, based on (b) of Lemma 6.5. Suppose we are given an unknown
quantum state, and we know that with probability % we received a state p and with probability %
we received a state 0. We are allowed to do a measurement, and then we have to guess whether
the state was p or o. In this scenario the optimal probability of guessing correctly is directly
related to T'(p, o). Indeed, suppose u is any two-outcome measurement, where outcome 0 means
that we guess that the state is p, while outcome 1 means that we guess the state is . Then the
probability of guessing correctly is given by the formula 3 (tr[14(0)p] + tr[u(1)o]). Using (b) of
Lemma 6.5 and the fact that 1(0) + p(1) = 1, one readily obtains the following result:
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Theorem 6.8 (Helstrom). Let p,o € S(H). Suppose that with probability % we recetved the
state p and with probability % we recetved the state o. Then the optimal probability of identifying
the correct staste by a two-outcome measurement is given by

1 1
Dopt = 5 + §T(p, U)'

We already sketched the proof; verifying the details is Exercise 6.3.

In (d) of Lemma 6.7 we saw that the trace distance is monotone under quantum channels.
The interpretation of this result is quite intuitive in view of Helstrom’s theorem: when we
apply an operation to a quantum system, we potentially add some noise, making it harder to
distinguish states. If the operation is not noisy (an isometry), then this does not change the
trace distance between states. On the other hand, if we consider the completely depolarizing
channel or another channel that is ‘maximally noisy’ in that it maps all states to the same state,
we lose all distinguishability.

We can also use the operational interpretation furnished by Helstrom’s theorem to give a
second proof of the monotonicity. Consider a quantum channel ®4_,p be a quantum channel
and two states pa,04 € S(A). Suppose that pup is a two-outcome measurement on B that
optimally distinguishes ®4,5(p4) and ®4,5(04). Let @%_}X denote the corresponding mea-
surement channel (Section 5.2). Then ®% , o ®4_,p is a quantum-to-classical channel and
hence corresponds to a measurement v4 such that

tr{yva(z) Ma] = tr[up(r)®a—p(Ma)]

for any M4 and hence in particular for M4 € {pa,o}. Hence the measurement v4 distinguishes p4
and o4 at least as well as the measurement up distinguishes ® 4 ,5(pa) and ®4,p5(c4). The
monotonicity now follows from Helstrom’s theorem.

[MW: I find the argument by passing to measurement channels and back a bit complicated.
Unfortunately we don’t have adjoint channels available, otherwise we could simply define v4(x) :=
O*(up(x)). However, we could either restrict to the partial trace situation (it’s very concrete:
measurements on A are special measurements on B) or consider a Stinespring representation to
define v4 in erms of pup. Perhaps that would be more transparent?|

Trace distance for classical states

If px and gx are probability distributions on some classical system X with associated density
matrices

px =y px(@)|z)(@| and ox =) gx(w)|z)(x|
x x
then we see directly (since px and ox are diagonal in the same basis) that
1
T(px,ox) = 5 Y lpx (@) — ax(2)]
xr

which corresponds to the usual statistical distance between probability distributions, and we will
also write T'(px, qx) for T(px,0x).
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Trace distance for pure states

If ¢, € H and p = |p)(¢| and o = [¢)(1)| are pure states, we may also compute their trace
distance to be

T(p,0) = V1= (¢l¥)) (6.5)

as you may show in Exercise 6.4.

6.3 Fidelity and purified distance

From Eq. (6.5) we see that the trace distance between pure states may be computed in terms
of their overlap |(¢|)|, and that the states are close if their overlap is close to 1. Indeed, if
¢, € H are normalized vectors, with an angle 6 € [—m, 7] between them [(¢|1))| = cos(f) and
at small angle, the overlap is close to 1. The quantity |(¢|v)]| is also known as the fidelity and
there is a natural extension to mixed states. We observe that if p = |¢)(¢| and o = [¢)(¢| then

(@) =/ ([8) (o) = V/tr[po].

A natural guess could therefore be to take tr[po| as our measure. However, if p = o we do not
necessarily have tr[p?] = 1 and this is not quite the right choice. It turns out that the correct
definition is the following:

Definition 6.9 (Fidelity). Let p,o € S(#H). Then the fidelity between p and o is defined as
F(p,0) :=lvpvVol.
Let us unpack this definition. First of all,

H\/ﬁ\/g”lztr{\/(\fpﬁﬁ\/ﬁﬁ} :tr[ ﬁ\/ﬁ\/ﬁ\/&] :tr[ \/Ep\/g]

Note that it is not the case that \/\/op\/o = U%\/ﬁa'% in general. While it is not immediate
from the definition, the fidelity is symmetric in its arguments, since

IVAvalh = I (VBva) I = Vol = tr[ ﬁpﬁ].
If p = |¢)(¢] is pure, then \/p = p, and we have
NN

which has rank one. This implies that we can take the square root outside the trace

tr|Voo 5| = VaTaaeTa ol

F(p,0) = V{¢lolg) (6.6)

In particular, if o = |¢)(¢| is also pure

F(p,0) = [(¢¥)].

Remark 6.10. Around half of the quantum information community defines the fidelity as the
square of our F(p,o) (so for pure states it would be the overlap squared). This is good to keep
in mind when consulting the literature.

We find that
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Example 6.11. Let us continue with Example 6.6 and compute the fidelity between the maximally
entangled and the maximally correlated qubit states pap and oc4p. Since pap is pure,

F(paB,0aB)* = (2} loas|®h )

= i ({00[ + (111) (|00)(00[ + [11){11]) (]00) + [11))
1 1
=20+ =5

50 F(pap,048) = 5

Why did we introduce the fidelity as a distance measure? The trace distance had a good
operational interpretation. The fidelity has as its main advantage its compatibility with taking
purifications. We have the following central result.

Theorem 6.12 (Uhlmann). Suppose pa,04 € S(A). Let R be a reference system such that
both pa and o4 have purifications on AR. Then,

F(pa,04) = max [(¢arlvar)l,
|[#ar):|Yar)
where the mazimum is over purifications |¢par) and [ aR) of pa and o4, respectively. Alternatively,
if |pAR) and |Yagr) are some fized purifications of pa and o4, then

F(pa,o4) = U;Iel%)((R)K(ﬁAR‘HA Q Ur|Yar)|-

[FW: Maybe compare to the Amsterdam version, I tried to condense the proof a bit (especially
the second part with arbitrary register R). Perhaps good to check whether it’s an improvement.|
[MW: I made another iteration to condense it some more. What do you think? The old version
is commented out.|

Proof. The second statement, maximizing over Up, is equivalent to the first one, since by
Lemma 2.12 any two purifications on R of the same state are related by a unitary on R. This also
shows that the maximum in the second statement does not depend on the choice of purifications,
so it suffices to prove it for a single pair of purifications.

We first consider the case when Hr = H 4 and use the standard purifications from Eq. (2.8):

ar) = > _(v/pa @ Lg)laa) = Vd (v/pa ® 1p)| @),

a

[ar) =Y _(Voa® Lg)laa) = Vd (Vo1 © 1g)|®fz),

a

for some choice of basis |a) of H4 and d := |A|. Then, for any unitary U € U(R) = U(A),

[(ar|1a ® URlar)| = [d(®h plv/pay/oa @ Ur|®yp)| = |tr [@@UH ‘

using Lemma 2.18, and hence, by Lemma 6.3,

(par|la @ Urlvar) = |Vpavoall, = F(pa, po)-

max |
UEU(R)

Thus the theorem is proved in case that Hr = H4.
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To extend it to arbitrary reference systems, it suffices to show that for any |R| < |S| and for
any two purifications |paR), [ar) of pa, o4, there are purifications |pas), [0 as) such that

1 = 1 )
S [(¢ar|la ® Ur|Yar)| Wﬁelgfs)l@Asl A®Ws|Yas)]

To this end, pick an arbitrary isometry V' € Isom(R,.S) and choose |pas) := (14 @ Vr—3)|daR)
and |Yag) == (I4 ® Vg—s)|ar). Then, using Lemma 6.3,

max |<¢AR\11A®URWAR>I = max [tr[MgUg|| = Mg,
UeU(R UeU(R)

where Mp :=tra[|var) (¢ ar|], while

W |(pas|la ® Wslhas)| = phax {parlla @ Vi WsVislar)|

= max tr[ WV, M ”
Weu(s ‘ R—SYWSVR—SIMR

= e [WsViessMaVh s | = [Vass MaVi gl = [ Malh,

using the invariance under isometries of the trace norm in the last step. O

The fidelity has the following basic properties.

Lemma 6.13. Suppose p,o € S(H).

(a) 0 < F(p,0) <1 and F(p,0) =1 if and only if p=o.
(b) The fidelity is invariant under isometries: if V € Isom(H, KC) then

F(VpVT VoV = F(p, o).
(¢) The fidelity is monotonic under partial trace: if pap,oap € S(AB) then
F(pa,04) > F(paB,oaB).

(d) The fidelity is monotonic under quantum channels: if ®4_,p € C(A, B) and pa,04 € S(A),
then

F(®a.B(pa),Pasp(oa)) > F(pa,oa).

The proof is Exercise 6.5. The inequality in the monotonicity is in the other direction than
for the trace distance. This is sensible: the states may get closer to each other as we apply a
quantum channel, so their fidelity increases.

One may also compute the fidelity for classical states. If px and ¢x are probability distribu-
tions on some classical system X with associated density matrices

px =Y px@la)(e] and  ox =3 gx(@)|e) (]

then we see directly (since px and ox are diagonal in the same basis) that

PX,UX Z\/px qX
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which one may also denote by F(px,qx). This is less commonly used as a similarity measure for
in probability theory (the fidelity is mainly useful because of its relation to purifications as in
Theorem 6.18, so it is more natural in the quantum setting).

The fidelity and trace distance can be related to each other. We already saw in Eq. (6.5)
how they may converted for pure states. In general we have the following Fuchs-van de Graaf
mequalities.

Lemma 6.14. For any p,o € S(H) it holds that

1—F(p,0) <T(p,0) <+\/1—F(p,0)2 (6.7)

The proof is Exercise 6.10.

Remark 6.15. The Fuchs-van de Graaf inequalities show that the trace distance and fidelity
are very similar distance measures: if p and o are close to each other in the one measure, they
are also close in the other measure. Note that the bounds in Eq. (6.7) are independent of the
dimension of the Hilbert space. If these two measures are similar, why are we using both of
them? The reason for this is pragmatic: the trace distance and the fidelity have useful properties
in different situations:

e The trace distance has a good operational interpretation, by Theorem 6.8 related to
distinguishing states. The fact that is derives from a norm can be useful when computing
bounds.

e The fidelity is convenient for pure states. Moreover, Uhlmann’s theorem is often a powerful
tool (as we will see later).

When analyzing a information processing protocol one should choose the distance measure which
is most convenient for the analysis. If you would like to use properties from both measures (say,
you want to compute the probability of distinguishing two states, but you would also like to
apply Uhlmann’s theorem) you can simply convert between the two measures using Lemma 6.14,
possibly at the cost of incurring a square root on the dependence on the error.

The purified distance

The fidelity is not a metric (this is clear since states are close when they have fidelity close to 1).
We may define a metric based on the fidelity which is known as the purified distance.

Definition 6.16 (Purified distance). Suppose p,o € S(H). Then the purified distance between
p and o is defined as

P(p,0) = /1= F(p,0)>.
We see that for pure states p, o we have

P(p,o) =T(p,0). (6.8)

The following properties are a direct consequence of the corresponding properties of the
fidelity in Lemma 6.13
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Lemma 6.17. Suppose p,o € S(H).
(a) 0 < P(p,0) <1 and P(p,0) =0 if and only if p = 0.

(b) The purified distance is invariant under isometries: if V' € Isom(H, ) then
P(VpV!,VaoVl) = P(p,0).

(¢) The purified distance is monotonic under partial trace: if pap,oap € S(AB) then
P(pasoa) < P(paB,0aB).

(d) The purified distance is monotonic under quantum channels: if ®4_,p € C(A, B) and
pa,o4 € S(A) then

P(®a-B(pa), Pasp(oa)) < P(pa,oa).

As a direct consequence of Uhlmann’s theorem and the monotonicity of the purified distance
we have the following result, which you may prove in Exercise 6.7.

Theorem 6.18. For pa,04 € S(A) we have

P(pa,04) = min P(pAr,0AR)
PAROAR
where the minimum is over all states par,oar such that trr[par] = pa and trrloar] = oa. We
can restrict the minimization to purifications par and oar of pa and o4 respectively.

We will now verify that the purified distance defines a metric.

Lemma 6.19. The purified distance defines a metric on S(H).

Proof. From Lemma 6.13 it follows that for all p,c € S(H) we have P(p,0) = P(o,p) and
P(p,0) > 0 with equality if and only if p = 0. It remains to prove the triangle inequality. We
let H=Ha, and pg,04,74 € S(A). We need to show that P(pa,04) + P(oa,74) > P(pa,Ta).
To this end, let par, car and T4r be purifications on some additional system R such that
P(par,04ar) = P(pa,oa) and P(oar,7ar) = P(0a,74) (note that we can chose a fixed
purification o4z and then apply Theorem 6.18 to find par and 74r). Then

P(pa,04) + P(oa,7a) = P(paR,0aR) + P(0AR, TAR)
=T(par,0AR) + T(0AR, TAR)
> T(par,TAR) = P(par,TAR) = P(pa,Ta)

using Eq. (6.8), the triangle inequality for the trace distance and monotonicity of the purified
distance. n

Finally, we note that Lemma 6.14 directly implies the following inequalities relating the trace
distance and the purified distance:

T(pv U) < P(p7 J) < \/1 - (1 - T(p7 J))Q < 2T(p70)' (69)
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6.3.1 Gentle measurement lemma

Measurement can drastically perturb a quantum state. For example, if we measure the |+)
in the standard basis, the post-measurement state will be |0) or |1) depending on the equally
likely outcomes. However, there are also situations where the measurement does not change the
state! If the state is |0), and we measure in the standard basis, then we get outcome 0 with
probability 1 and the post-measurement state is just |0). In general, one could expect that if the
measurement gives one specific outcome with probability very close to one, then the measurement
will not disturb the state too much. As a concrete example, suppose we measure on a qubit in
the standard basis on a state p. If the probability of finding outcome 0 is 1 — ¢ for small € > 0
then

1— & = tr[|0)(0]p] = (0]p|0) = F(p,]0)(0])*

SO

P(p,|0)(0]) = /1 — F(p,]0)(0])2 = /=

and by Fuchs-van de Graaf T'(p, |0)(0]) < v/e. In other words, if the outcome 0 is very likely, the
state must be close to |0)(0].

The gentle measurement lemma shows that a similar fact is true for general measurements.
Recall that if we perform a measurement p on a state p, then after the measurement, upon
finding outcome x, the post-measurement state will be

wa)py/ )

e T ()l

Lemma 6.20 (Gentle measurement lemma). Let p be a quantum state and let p = {p(x)|z € X'}
be measurement such that for some x = xg and 0 < ¢ < 1 the probability of outcome xq is at least

tr(u(zo)p) > 1 —e (6.10)
Then the post-measurement state given the measurement outcome xg

o= f(zo)py/ 1)
tr(u(z0)p)

satisfies

T(p,p") < P(p,p") < Ve

and hence

T(p,p') < Ve (6.11)

Proof. We have that

Fip.f) = it (VY itzoloz0)v7)
= ————tr (VaV(zo)vp)
Zo)p
M(QJO)P)




> \/tr(p(zo)p),

where the second equality uses that \/p+/ju(z0)./p is positive semi-definite and

(VoviEs) = vovalaooy/u) Ve

The last inequality uses tr(1/u(xo)p) > tr(u(zo)p) as the eigenvalues of the positive matrix p(xg)
are bounded by 1. Therefore, F(p,p')? > 1 — ¢ and P(p,p') < \/e. The Fuchs-van de Graaf
inequality gives T'(p, p’) < /€. O

6.4 FError measures for channels

Now that we have good measures for when states are close, the next natural question is to get
a good measure for when quantum channels are close. Intuitively, two quantum channels are
close if they are such that if you input the same state to them, they should give nearby states as
output. This is indeed the way one typically defines distance measures for quantum channels.
For such a definition, we need to specify two things: what measure do we use to distinguish
states, and perhaps less obviously, what states are allowed to serve as input?

The entanglement fidelity

For our purposes it will suffice to be able to measure how close a channel is to the identity channel.
The reason for this is that typically we will be interested in some process and we would like the
quantum system that comes out is a good approximation to the input system. For example, this
could be a communication scenario where we want the output of the communication protocol to
be a reliable transmission of the input. In the next chapter we will see a concrete example!

The situation we are interested in is one where we know that a quantum system is in state
pa, we apply some channel ® 4 and we would like to know whether this channel acted similarly
to the identity channel H 4. A naive definition could be that we are close to the action of the
identity channel if

F(®a(pa),pa) >1—c¢

for some small € > 0 (or one could think of a similar definition using the trace distance). However,
this definition does not quite capture what we are looking for! For instance, the channel which
discards the system A and prepares the state p4 clearly satisfies ®4(p4) = pa. However, suppose
that p4 is a mixture of two states p; and po with probabilities p; and po, then just discarding
and preparing the state p4 does not preserve this decomposition.

If pa =3, pepas we would like that if we think of p4 as an ensemble of states p4, with
probability p,, we should have in expectation

> peP(®alpac) pas) < e

€T
Now, it is easy to see from Exercise 6.6 that this is equivalent to
(Pa®Ix)(pax) =e pax

for

pax =Y _p)pas ®|z)(z|

T

However, ensemble interpretations are not unique, and in general we would like to allow any
coupling to a reference system. A reasonable definition is the following:
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Definition 6.21. Let &4 € C(A) and ps € S(A). Then the entanglement fidelity of ®4 with
respect to p4 is defined to be

Fp(®a,pa) = ;}}i F((®4 ®ZRg)(0AR),0AR)

where the infimum is over all systems R and states 0 4r such that trg[oar] = pa.

We see that we have to take an infimum over all possible reference systems R and any
extension o4 of p4. Fortunately, this infimum is attained by an arbitrary purification of p4.

Lemma 6.22. Suppose par = |par)(PARr| is a purification of pa. Then

Fp(®a,pa) := F((®a ® Ir)(pAR), pAR) = \/<¢AR| ((®4 ® Ir)(paR))|PAR)-

Proof. Suppose R is an arbitrary system and o4p is such that trgr[oar] = pa. Denote T4 =
(P4 ®ZR)(0aRr). Choose any purification of o4rs on some additional system S and let T4rs =
(P4 ®ZRr)(0Aars). Then, by monotonicity

F(TARs,04Rs) > F(TAR, 0 AR)

and hence in the infimum in Definition 6.21 we may restrict to pure states car = |paRr){(PAR|.
Moreover, if we have two different purifications of p 4, then they are related by an isometry on
the extending system, and since the fidelity is invariant under isometries we find that the value of

(PaR|(®A ® IR)(pAR)|PAR)

is independent of the choice of purification |¢p4R). O

Based on Lemma 6.22 we may compute Fg(®4,p4) for instance in terms of a Kraus repre-
sentation of ® 4.

Lemma 6.23. Suppose that ®4(Ma) =), Xi]MAXZ-T is a Kraus representation. Then

Fp(®a,pa) /Z\tr ipall
The proof is Exercise 6.13.

Finally, we define the analog of the entanglement fidelity using the purified distance:

Definition 6.24. Let ®4 € C(A) and pa € S(A). Then the entanglement purified distance

Pp(®a,pa) = sup P((®a ® Ig)(0ar),04R)

OAR

where the supremum is over all systems R and states oar such that trrloar] = pa.

By Lemma 6.22, if p4p is an arbitrary purification of p4 we have
Pr(®4,pa) = P((P4 ® Ir)(PAR), PAR)-
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6.5 Exercises

6.1

6.2

6.3

6.4

6.5

6.6

6.7

6.8

6.9

6.10

Distances between states: Find the trace distance and the fidelity between the following
single-qubit states:

(a) p= ?(\0> + [1)((0] + (1]) and o = |0)(0].
(b) p =3} {+]+ F1=){=I, o = 30)(0] + 3[1)(1].
(c) p=17(510)¢0] + 6]1)(1] — 4]0)(1] — 4]1)(0]) and & = 3(|0){0] + 2[1){1| + [1){0] + 0)(1]).

Hint: you may find the following fact useful:

2
2 1 11
=5 .
1 3 1 2
Basic properties of the trace norm: Prove Lemma 6.2.
Helstrom’s theorem: Prove Theorem 6.8.

Trace distance between pure states: Let p = |¢)(¢| and o = |¢) ()| be pure states.

(a) By writing [¢) = a|@) + B|¢t), where |¢T) is some state orthogonal to |¢), show that
the matrix (p — o) has non-zero eigenvalues +|f|.

(b) Deduce that
T(p,o) = V1=[{el¥)]* .

Properties of the fidelity: Prove Lemma 6.13.

Fidelity between classical-quantum states: Show that for a pair of classical-quantum
states

pxa =Y p@)a)(@]® pas and oxa =Y q(@)la){a| © 004

T

for probability distibutions p, ¢ on a classical register X and collections of states pa ,,04,, €
S(A) it holds that

Fpxa,oxa) =Y _V/p@)q@)F(paz oas)-

Uhlmann’s theorem for the purified distance: Prove Theorem 6.18.

Extensions and fidelity: Let pap € S(AB) and 04 € S(A). Show that there exists an
extension o4p (not necessarily pure) of o4 such that F(pa,04) = F(paB,oaB)-

Fidelity inequalities:

(a) Show that [(¥1]6)[? + | (al)? < 1+ [{g1]ho)| for all vector vectors [g1), [9), |6) € H.
Hint: Upper bound the left-hand side by the largest eigenvalue of some rank-2 matriz.

(b) Show that F(py,0)? + F(p2,0)? < 1+ F(p1, p2) for all states p1, pa, 0 € S(H).

(c) Show the following ‘triangle inequality’: If F'(«,3) > 1 — 4§ and F(3,7) > 1 — ¢ for any
three states «, 8,7 € D(H), then F(a,7y) > 1 —44.

Fuchs-van de Graaf: The goal of this exercise is to prove Lemma 6.14.

114



(a) Given pg,o04 S(A), argue that there exist purifications par,car of p4 and o4 such that

T(pARa UAR) = 1- F(pAa Ua)2

and use this to show that

T(pa,04) <1 —=F(pa,oa)?

(b) Show that for any probability distributions px,gx we have

1 - F(px,qx) < T(px,qx)-

(c) Show that

1—F(pa,04) <T(pa,o4)

where you may use without proof the fact that there exists some measurement such that
if px and ¢x denote the outcome probabilities after measuring p4 and o4 it holds that

F(pa,oa) = F(px,qx)-

6.11 Optimally distinguishing between quantum states: Let p € S(A) be a pure state
p = )|, and let 7 = ﬁ]lA be the maximally mixed state on A.

(a) Show that p can be distinguished from 7 using a two-outcome measurement with optimal
probability
21A] -1
Popt = W .

(b) Write down the measurement that optimally distinguishes p from 7 in this case.

(c) Using a similar measurement, show that p and ¢ can be distinguished by a two-outcome
measurement with probability 1 — 3(t|o[)). Deduce that in this case when one of our
states is pure we can obtain the following improvement on the Fuchs-van de Graaf lower
bound:

1= F(p,0)? < T(p,0) .
6.12 Entanglement fidelity: Consider a qubit system A and let D, € C(A) and P, be the
depolarizing and dephasing channels with parameter p € [0, 1].

(a) Compute the entanglement fidelity (D), 74) for the maximally mixed state 74 = ]ITA.

(b) Compute the entanglement fidelity F'(Pp,74) for the maximally mixed state 74 = 17“‘.

6.13 Kraus representation and entanglement fidelity: Prove Lemma 6.23.

6.14 Continuity of Stinespring extensions: Given two quantum channels ®;, &5 : Lin(A) —
Lin(B), we can define their entanglement fidelity as

F(®1,®9) == F((P1 @ Za)(|0)(Q]aa1), (P2 @ Za)(|0)(Q]aa))

- F(,LJ(@Q,,LJ(‘I&)) :

where F' is the usual fidelity between states, and |Q) 44 = \/ﬁ > olaa) is the maximally

entangled state between two copies of H 4.
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(a) For a quantum channel ® : Lin(A) — Lin(B), suppose the Choi operator J(®) has a
(non-normalised!) purification |¢ppar) such that

J(®) = trr[|¢par)(dBAR]] -

Prove that this defines a Stinespring isometry V of ® via
ViHa—>Hp®Hr, |a)— (1p® (ala® 1gr)|¢BaR)

where {|a)}, is the basis of H 4 used in the Choi operator.
Prove also that conversely any Stinespring isometry of ® defines a purification of the
Choi matrix.

(b) Let |¢h4p) and |¢%45) be purifications of the Choi operators J(®;) and J(®2) re-

spectively, corresponding to Stinespring isometries V7 and V5 as defined above. Show
that

1
Qe V)1 e V)Q) = m<¢}1BAR‘¢QBAR> :
(c) Use Uhlmann’s theorem to deduce that
FE(Q)l, (I)Q) = tr[VlTVg] y

for some Stinespring isometries Vi, Vo € Isom(A, BR) for ®; and ®,.

(d) Deduce that if the channels @1, ®5 are “close” in the sense that Fg(®q, P2) > |A|(1 —€),
then they admit Stinespring isometries V;, Vo which are also “close” in the Schatten
2-norm:

Vi = V2|3 < 2¢|A] .

6.15 The diamond norm: Suppose you are given a black-box quantum device by an experimen-
talist who refuses to tell you which channel it implements. Luckily the experimentalist only
knows how to make two different channels ® 4 .5 and ¥ 4_,p, so you can assume that you
have been given one of these uniformly at random.

You can attempt to distinguish between the channels in the following way: prepare a state
PAR In your system H 4 ® Hp, apply the mysterious quantum device to the A system, and
then use a two-outcome POVM on the resulting state in S(BR) to try to work out which
channel has been applied.

(a) Show that your optimal probability of success is given by

+ max ||((®aB — Yas,B) ®IR)(par)|1 -

1
Z PARES(AR)

N | —

Popt =

(b) In fact this quantity is closely related to the diamond norm of a superoperator A4, p,
which is defined as

[AasBllo :=sup max [[(Aasp ®@Zr)(par)l1 »
n pARES(AR)

where |R| = n.

Prove the following properties of the diamond norm:
i. The map ||-|lo — R actually defines a norm on the space of channels Lin(A) — Lin(B).
ii. For fixed n, maximum over pag is attained by a pure state.
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iii. The supremum over n is attained by n = |A|. Hint: reduce to pure states and use
the Schmidt decomposition.

Deduce that, assuming the auxiliary system R has |R| > |A|, the optimal success

probability from the previous part can be written

1 1
Popt = 5 + Z||<I>A—>B — VBl -

(c) Prove that
[1Aa=slle < [[7(®)[1 < |A][[Aa-Bllo -

Hint: For the lower bound, first prove that you can write the mazimising state | AR)
as (14 ® XR)|Qar), where |Qar) is the mazimally entangled state and tr[XLXR] =1.
Recall that || MN||; < || M]|1||N||co and argue that || Xg|leo < 1.
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Lecture 7

Compression

In these lectures we have so far not been very explicit about the meaning of the term information.
As already alluded to in Lecture 1, one way to quantitatively define what information is, is by
seeing how much a source can be compressed.

Let us first consider the case of classical compression. Suppose that we have a source
generating symbols x according to a probability distribution px. How expensive is it to store x
in memory? In other words, we would like to encode x into r bits in a way that we can recover
the original symbol x:

source p(z) encoder E —— 0110...10 ——{decoder D ——  D(E(x)) ==z

bitstrings of length r

The minimal r at which we can do this is a measure for the amount of information in the
source px. We will start by defining this set-up in a more formal way in the classical case, and
next we will formulate its quantum generalization where we try to compress a quantum source.
In this chapter we will investigate compression in the case where we have a single symbol z (or a
single quantum state in the quantum case), which is so called one-shot compression. In the next
chapter we will see what happens if we have many samples from an IID source and study the
asymptotic behaviour.

7.1 Classical compression

Suppose we have a classical source on a register X, with alphabet X, and with probability
distribution px. We model this as a random variable X, which takes value x with probability
px(z). As alluded to in the above figure, the idea of compression is that there exists a classical
encoding channel E to a smaller classical system C|, representing the compressed information,
and a classical decoding channel D back from C to X. We say that E and D form a zero-error
r-compression code for px if the alphabet C of C is such that log(|C|) < r. You can think of the
system C' as r classical bits (i.e. bitstrings of length 7).

For a good compression scheme, this should be such that while we reduce the size needed to
store information, we can still recover the original content. There are two options for what we
may demand of the recovery. A first option is to demand that we can always recover correctly,
this is the zero-error scenario. In other words, we need that

D(E(X)) =X



or in other words
D(E(z)) ==

for all x such that p(x) # 0. It is intuitively clear that in this scenario we can compress to a
system C' which has as size the number of = such that p(z) # 0. Note that E and D are classical
channels, and in principle are defined as maps on probability distributions, but, in a small abuse
of notation, we write E(z) for the random variable we get when we apply E to the distribution
which takes value x with probability 1.

Definition 7.1. If px € P(X) then the support of px € P(X) is given by
supp(px) = {z € X such that px(x) > 0}

and we let

Ho(px) = logy(|supp(px)l)

be the Rényi-0 entropy of px.

From now on, we take the convention that logarithms are to base 2 (since we want to count
in terms of bits) and write log = logy. Clearly, Ho(px) gives a first crude estimate of how much
information a source px contains: it is simply the number of bits needed to describe all outcomes
with nonzero chance of occurring. Formally we have the following result. As the notation suggests,
Hy(px) is a special case of a family of entropic quantities, which we will define later.

Lemma 7.2. Suppose px € P(X). Then there exists a zero-error r-compression code for px if
and only if r > Hy(px).

Proof. If r > Hy(px) then for C = {0,1}" we have |supp(px)| < |C| and we define the encoding
channel by mapping each x such that p(x) # 0 to a different element in C and we map elements x
with p(z) = 0 to some arbitrary element in C. It is clear that this can be decoded correctly. On the
other hand, if r < Hy(px), let E, D be the encoder and decoder for a zero-error rcompression code.
Then [supp(px)| > |C| and with nonzero probability E will map x # y (with z,y € supp(px))
to the same element, and this implies that with nonzero probability either D(E(z)) # = or

D(E(y)) # y- O

There are situations where allowing a small probability of error makes a large difference in
how well one can compress. For instance, consider a source which produces with probability
1 — ¢ a fixed symbol 0, and with probability € it produces a symbol from some large set 2. Then,
if £ is very small (for instance 1072°), we would like to see that we can effectively completely
compress the source to the single symbol 0 (so zero bits), rather than to log(|2| + 1) bits if we
tolerate a very small error. In other words, we see that zero-error compression is very sensitive
to small deformations of the source distribution. What is the optimal compression if you allow a
small probability of error? The idea is simple: you correctly encode and decode the most likely
symbols, and you allow error for a set of symbols that have total probability at most €. Here is a
concrete example.
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Example 7.3. Consider a random variable X, taking values z = 1,..., N + 1 where
px(x)=27% for x=1,...,.N and px(N+1)=2"".

If we do not allow any error, we need [log(N)] bits. However, if we allow a small probability of
error, we may compress in the following way: for x < K we express z using [log(K)] bits and
decode accordingly. If z > K we assign an error message (or any random bitstring). Then we see
that the probability of error equals

N+1

Pr(D(E(X)#X)= 3 px(x)=27F.

r=K+1

In other words, if we allow ¢ = 27X error, we need log(K) = log(log(¢~')) bits. We conclude

that we can compress X to
1
P = [log log<)—‘
€

bits with probability of error at most . This can be a huge saving! While N can be arbitrarily
large, if we allow the truly microscopic probability of error 2730 we only need [log(30)] = 5
compressed bits!

This example captures the idea of lossy compression, where we allow some fixed probability of
error in the decoding process. This captures formally in the following definition for compression
into r bits with probability of error ¢.

Definition 7.4. We define a classical (g, r)-compression code of a source X with distribution
px € P(X) to r bits with error € > 0 as a system C on an alphabet C of size log(|C|) < r and a
pair of classical channels

E:P(X)— P(0O), D:P(C)— P(X)
which are such that

Pr(D(E(X)) =X) = > _px(z) Pr(D(E(x)) = z) > 1 —e. (7.1)

Then, we consider the best compression we can do if we allow error at most e:
C®(px) = min{r : there exists a (e, r)-compression code for px}.

It is easy to see that there exist (e, r)-compression codes for all > C®(px). For e =0 we
found that C%(px) = Ho(px ), which was the logarithm of the size of the support of px. The
natural approach to lossy compression, as in Example 7.3, is to allow error for the outcomes with
smallest probability. This corresponds to finding a distribution gx which is e-close to px but has
as small support as possible.

Definition 7.5. The classical smooth Rényi-0 entropy of a probability distribution px € P(X)
is given by

HS = i H, 7.2
o(px) qXGP(X)IE“I(Izl?x,qx)SE o(ax) (7.2)
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Such a construction (taking an information-theoretic quantity which is not necessarily
continuous and optimizing it on a neighbourhood around it) is known as smoothing, and it
yields a quantity which is by construction continuous. It gives an optimal lossy compression
protocol. If px,gx € P(X), then by Lemma 6.7

T(px,qx) Z|px —gx(@)|= > px(@)—ax(2) (7.3)

px (z)>qx (2)
Lemma 7.6. Let px € P(X), then
H§(px) = min{log(|Q]) : Q such that Y _px(z) > 1 - e} (7.4)
€N

Proof. 1If gx is the minimizer in Eq. (7.2) and X is distributed according to px

Pr(X ¢ supp(qx)) < Y. px(x) —qx(2) = T(px,qx) < e
px (#)>qx (2)

On the other hand, if © is a minimizer in Eq. (7.4), let gx(z) = 0 for ¢ Q and for x € Q2

Then supp(gx) C © and by Eq. (7.3)

vaQX ZPX

b 7749)

O]

Theorem 7.7 (Classical one-shot compression). Suppose px € P(X) and ¢ > 0. Then there
exists an (e,r)-compression code for px if and only if r > H§(px), so

C*(px) = Hg(px)-

Proof. Suppose H§(px) < r, and let Q be the minimizer in Eq. (7.2). Then an exact r-compression
code compressing correctly on ) has probability of error at most . Conversely, suppose that we
have an (g, r)-compression code for px with encoder E and decoder D. We may write the encoder
and decoder as a convex combination of deterministic encoders and decoders. The probability of
successful recovery is now the average over the success probabilities of each pair of deterministic
encoders and decoders. Therefore, at least one pair of the deterministic encoder F and decoder
D has recovery probability at least 1 —e. Let € be the set of size 2" such that we have correct
encoding and decoding. Then the probability that z is in  is at least 1 — ¢, so by Lemma 7.6
Hi(px) <r. O

7.2 Quantum compression

Our discussion of classical compression was hopefully rather intuitive: we can perform lossy
compression by discarding outcomes which together have probability at most ¢ if we allow
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probability of error €. For the generalization to the quantum setting we will replace px by some
quantum state pg € S(A). It is then natural to allow quantum channels as encoder £ € C(A, C)
and decoder D € C(C, A). Finally, for classical compression the condition

Pr(D(E(X)) =X)>1—¢

was a natural way to express that the protocol has small probability of error (or zero error if
e =0).
The appropriate notion for quantum compression is not that we simply require

D(E(pa)) ~< pa-

Indeed, this would be similar to only demanding in the classical case that px and ¢x = D(E(px))
are close as distributions. However, in that case we could just ‘compress’ by discarding our initial
x (so r =0) and as decoder one would sample from the distribution py. In this case we have
gx = px as distributions, but in general we do not have that D(E(x)) = x with high probability.
One way to interpret Eq. (7.1) is that it is equivalent to the condition that for any joint random
variables XY on XY with distribution pxy with marginal distribution of X equal to px, we
find that if ¢xy is the distribution we get by applying D o E to X, we have

T(pxv,qxy) < €.

You will prove this in Exercise 7.8.

As was also discussed in Lecture 6, the correct way to measure whether a channel acts similar
to the identity channel on some prescribed state is by allowing an arbitrary reference system on
which we act by the identity channel, leading to the notion of the entanglement fidelity or the
entanglement purified distance. In other words, the natural requirement for quantum compression
is to demand that

(Do &) ®IRr)(0aAR) = 0AR

for any state oap extending pa (so 04 = pa).

What is convenient about using the entanglement purified distance, which we saw as Defini-
tion 6.24, is that we only need to verify closeness on an arbitrary purification of p4 to verify that
we have this for arbitrary reference systems:

PE(Dog7pA) = sup P(((D05)®IR)(UAR),O'AR) :P(((D05)®IR)(TAR),TAR)

OAR;OA=PA

for an arbitrary choice of purification 74r = |par){(Par| of pa:

R

|PAR) Roe |pAR)

A E —He=(CH— D |—

We summarize the above discussion in the following definition for quantum compression.
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Definition 7.8. We define a quantum (g, r)-compression code of a state py € S(A) to r qubits
with error € > 0 as a system C with dimension |C| such that log(|C|) < r and pair of quantum
channels

EeC(AQ0), D e C(C,A)
which are such that

PE(DO&PA) <e.

Similar to the classical case the optimal compression with error at most ¢ is given by

C?(pa) = min{r : there exists a (g, r)-compression code for pa}.

Definition 7.9. The quantum Rényi-0 entropy of p4 € S(A) is given by

Ho(pa) = log(rank(pa))
For 0 < € < 1 the smooth Rényi-0 entropy is given by

HE = i H .
0(pa) UAES(A){IIIDI(I;A,UA)SE o(oa)

Remark 7.10. Note that Definition 7.8 and Definition 7.9 do not reduce to the corresponding
definitions for probability distributions. The reason is purely that we chose different distance
measures. Otherwise, we see that if we let px be the classical density matrix corresponding
to a probability distribution px, then |supp(px)| = rank(px) and hence Hy(px) = Ho(px).
The motivation for our different choice of distance measures is that for probability distributions
the trace distance is much more natural, while for the quantum case the purified distance is
also natural and easier to work with. However, we could have used the trace distance for our
quantum definitions as well! For small error ¢ we can use Eq. (6.9) to convert between the two
distance measures at small cost. Another variation on Definition 7.9 is that one can generalize
to subnormalized states (so tr[pa] < 1 instead of tr[ps] = 1). In certain cases this simplifies
arguments (but we will not use this convention). However, it is good to be aware that there are
different definitions in the literature of H§(p4), and that they can all be related and do not lead
to fundamentally different notions.

To get a better idea of how this smoothing notion is related to the approach we took for
classical compression, note that there we were essentially looking for a subset 2 C X such that
) was as small as possible, while Pr(X € ) > 1 —e. We replace this by looking for a projection
operator II4 which has as small as possible rank, but tr[p4Il4] is close to 1.

Lemma 7.11. Let py € S(A), let px be the probability distribution given by the spectrum of p4.

(a) We have H§(pa) < r if and only if there exists a projection operator 115 € Lin(A) of rank
at most 2" such that tr[llapa] > 1 — 2.

(b) The quantum Rényi-0 entropy for pa with smoothing € equals the classical Rényi-0 entropy
for its spectrum with smoothing § = £2:

H§(pa) = Hj(px)-
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Proof. First suppose there exists a projection operator I14 such that tr[llapa] > 1 — 2. We may
then take

= Mapalla
tr[ILapa]

which has rank at most the rank of II4. By the gentle measurement lemma, Lemma 6.20,

P(pa,oa) < /1 —tr[lIgpa] < e, and hence Hi(pa) < r. Conversely, let r = Hi(pa). Let o4
have rank 2" and F(pA,aA)2 > 1 — £2. Choose purifications ¢4r and ¥ap of pa and o4 as in
Uhlmann’s theorem and let I14 be the projection onto the image of o4. By Cauchy-Schwartz

1—e2 < Flpa,oa)* = [(parlar))? = [(par|(TTa @ 1g)[Yar)|?
< (par|(Ta @ 1R)|par) = tr[Ilapal.

This proves (a).
For the second claim of the lemma, let

PA = pr|¢w><¢x|

be a spectral decomposition. We claim that a projection II4 with minimal rank such that
tr[llapa] > 1 — €2 can be taken to be of the form

Iy = Z W}x> <7/Jx’

€N

for some set €2, in which case tr[Il4pa] = >, cqPz- You may prove this in Exercise 7.6. This
implies that

Hi(pa) = min{log(rank(IT4) : tr[ll4pa] > 1 — %)}

= min{log(|Q2]) : sz >1-¢%}
e

which equals HE (px) by Lemma 7.6. O

We will now argue that we can perform zero-error r-compression (so ¢ = 0) for r = Hp(pa).
The intuition is that this is similar to the classical case (where we restricted to the support of
the distribution) and we ‘restrict’ to the subspace that is the image of p4. Overall, the intuition
behind one-shot quantum compression is straightforward. In the zero-error version, we can at
most restrict to the subspace that is the image of p4; if we allow some error then we look for a
subspace such that projecting on this subspace does not change p too much. However, there will
be some technicalities in making this precise and proving that such a procedure is optimal.

Lemma 7.12. There ezists a (0, Hy(pa))-compression code for ps € S(A).

Proof. Let n =rank(ps) = 2" and let Ho = C™. Let

n—1

pa= > pilt) (il

1=0
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be a spectral decomposition of pa. Let

v =Yl
1=0

then V' € Isom(C, A) is an isometry. The idea is that we would like to simply restrict H 4 to
the image of p4, and then VT encodes this into C*, and V decodes back to H4. This would
correspond to £(Ma) = VIMAV and D(M¢) = VMgVT. This is almost correct, the only issue
is that this way £ is not trace-preserving. One way to fix this is the following: we choose an
arbitrary ¢ € S(C), and we let

E(Ma) = VIMAV +tr[(1a — VVT)M4l7c
D(M¢) = VMgVT,
The second term in the definition of £ can be interpreted as taking any states in the complement
of the image of V' and mapping them to a fixed state 7¢. It is clear that D defines a channel (as
it is an isometric channel). It is also easy to see (try to find a Kraus representation!) that £ is
completely positive. Finally, we check that £ is trace-preserving as well:
tr[E(Ma)] = tr[VIMAV + tr[(14 — VVT)M4]7c]
= tr[VIMAV] + tr[(14 — VVT) M)
= tr[VVIMA + (14 — VVT)M4] = tr[M4].

Now, it is easy to verify that for a purification pagr of ps we have (Do &) RZg)(par) = par. U

From this lemma we see that we can compress exactly for r = Hy(pa). The idea behind the
proof that we can not do any better is that if we take a purification pap of pa it has Schmidt
rank (which is defined as the number of terms in the Schmidt decomposition, or equivalently,
rank(pa)), so Ho(pa) is a measure of how much entanglement there is between A and R. Applying
the encoding and decoding to A should not increase the entanglement between A and R, but
after encoding the entanglement is upper bounded by the dimension of C, suggesting that
|C| > rank(pa) and hence r > Hy(pa).

In order to make this intuition precise, also in the case of lossy compression, we generalize
the idea of the Schmidt rank to mixed states.

Definition 7.13. If pap € S(AB), then the entanglement rank of p4p (between the subsystems
A and B) is the minimum r such that p4p can be written as

PAB = Zpi|¢AB,i><¢AB,i|
where each |¢4p,) has Schmidt rank at most 7, so
rank(trg(|¢aBi)(PaB,l]) < r.

The key fact is that entanglement rank does not increase under separable channels.

Lemma 7.14. Suppose ®ap_,ap s a separable channel, and pap has entanglement rank r.
Then ® s a'p(pap) € S(A'B’) has entanglement rank (between A" and B') at most r.

The proof is Exercise 7.4. We now state and prove the quantum analog of Theorem 7.7
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Theorem 7.15 (Quantum one-shot compression). We have

H;(pa) < C%(pa) < HE (pa).

Proof. We start by proving that C¢(p4) < Ho% (pa). By definition, we have 04 € S(A) such that

P(pa,o4) < 5 and HO% (pa) = Ho(oa). Let € € C(A,C), D € C(C,A) be an exact Ho(oa)-
compression code. Let R be a reference system and let pagr,car be purifications of p4 and o4
such that P(pa,04) = P(pAR, pAR), which exist by Uhlmann’s theorem. Then by the triangle
inequality for the purified distance

Pp(Do&,pa) = P(((Do&) ®Ir)(pAR), PAR)
< P(((Do &) ®ZRr)(par),caR) + P(0AR, PAR)

Now since we have an exact compression code for o4, we have
P((Do &) @ Ir)(par);oar) = P((Do &) @ Ir)(par), (Do &) @Ir)(car)) < P(par, 04R)
using the monotonicity of the purified distance in the last inequality. In conclusion
Pp(Do&,pa) <2P(par,0ar) < ¢.
Conversely, suppose that we have an (g, r)-compression code for p4 for some r with encoding
and decoding quantum channels £ € C(A,C) and D € C(C, A). Let par = |¢ar){(¢ar| be a
purification of p4. Now let wor = (€ ® Zr)(par). It has entanglement rank between C and R

at most n = 2". Therefore, by Lemma 7.14 the state c4r = (D ® Zr)(wcr) has entanglement
rank at most n. Let

OAR = ZPi\¢AR,¢><¢AR,i!

where each [Yar;) is such that o4 ; = trr[|taARr) (¥ AR,i|] has rank at most n. Then

F(par,oar) = \/(darloar|dar)

_ \/ > pildarlvari) (Vari
— \/Zp¢|<¢AR|¢AR,i)|2

< m?x|<¢AR|¢AR,i)|-

bAR)

Let [aR,i) be the state which has maximal overlap with |¢par) and let Tag = [ ar;:)(VaR,il-
Then rank(74) < n =2" and

P(pa,7a) < P(par,Tar) < P(par,04r) <.

We conclude that H§(pa) < r for any r such that we have an (e, r)-compression code for p4.
The smallest such r equals C*(p4) by definition and hence H§(pa) < C%(pa). O
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7.3 Exercises

7.1

7.2

7.3

7.4

7.5

Smooth entropy: Let p = 0.9/0)(0| + 0.09/1)(1| + 0.01|2)(2| be a state on C3.
(a) What is Ho(p)? What is Ho(p®") for n > 17

(b) What is H¢(p) for € = 0.027

(c) What is H®(p®?) for ¢ = 0.02?

Hint: note that by Lemma 7.11 you only need to use diagonal states in the standard basis for
the smoothing.

Distance measures for product states: Suppose ps,04 € S(A) and pp,op € S(B).

(a) Show that P(ps ® pp,04 @ 0op) < P(pa,oa)+ P(pp,oB).

(b) Show that T'(p4 ® pB,0a @ o) <T(pa,04) +T(pB,0B).

(c) Show that F(ps ® pp,oa ®op) = F(pa,04)F(pB,0B).

Compressing multiple systems: Let pap € S(AB) with reduced states p4 and pp. Sup-
pose E4, D4 and Ep, Dp are (e,74)- and (g, rg)-compression codes for p4 and pp respectively.
Let E =64 ®Ep and D =Dy @ Dp.

(a) Show that if p4pg is a purification of pap

0aBs = ((Dao&4) ®1Ips)(paBs)

is such that op = pp.
(b) Show that

P((Za ® (Dpo&p) ®Is)(0aBs),0aBs) < €.
(c) Show that
Pp(Do&,pap) < P((Za® (Dpo&p) ® Is)(0aBs);0aBs) + P(0aBs, pABS)-
(d) Conclude that
Pp(Do&,pap) < 2e.

(e) Show that for any pap € S(AB) with reduced states p4 and pp

C*(pap) < C*(pa) + C*(pp)-
(f) Deduce that

Hy*(pag) < H§(pa) + Hi(pB)- (7.5)

Entanglement rank: Prove Lemma 7.14. Hint: use the Kraus representation from Fxer-
cise 5.10.

Zero error quantum compression: Verify that the channels £ and D in Lemma 7.12
indeed are a zero error compression code for p4.
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7.6

7.7

7.8

Smoothing quantum states and projections: Let p4 € S(A) have spectral decomposition
n
pa =Y pilti) (¥l
i=1
where p; > p2 > .... The goal of this exercise is to show that if Il 4 is a projection of rank r,
T
tr[llapal <D pic (7.6)
i=1
This will confirm a claim in Lemma 7.11.
(a) Argue that if V' C H 4 is the subspace spanned by all eigenvectors [¢);) for ¢ > r, and W
is the image of I14, there is a nonzero vector |v) in the intersection VN W.
(b) Show that (v|palv) < p.
(c) Prove Eq. (7.6) by induction.
(d) Conclude that a projection with minimal rank such that tr[Il4p4] > 1 — &2 can be taken
of the form
T
Ty = |0 (t]
=1
for some r, confirming a claim made in the proof of Lemma 7.11.
Coupling and trace distance:
(a) Suppose that X and Y are random variables with distributions p, ¢ on a set 2. Show
that
T(p,q) = max (Pr(X € 0)—-Pr(Y €0)). (7.7)
C
(b) Now suppose that X and Y are again random variables, but now having a joint distribution
on ) x €, with marginal distributions p and ¢ respectively. Such a joint probability
distribution is called a coupling for p and g Show that
T(p,q) <Pr(X#Y).
Condition for classical compression: Show that E and D are an (g, r)-compression code

for px, so
Pr(D(E(X))=X)>1—-¢

if and only if for any joint distribution pxy for random variables XY which is such that X
has marginal distribution px we have that applying D o E to X gives a joint distribution
qxy with

T(pxy,qxy) < €.

Hint: use Exercise 7.7. Try the special case where Y takes values in the same set as X and
let pxy (x,2") = px(x)0y.4-
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Lecture 8

Asymptotic compression and entropy

In the previous lecture we studied compression for a source which was either modelled by a
probability distribution px or a quantum state p4. A natural setting is where we have a source
which produces many independent samples from the same probability distribution. We can then
apply a compression code to n samples of the source (this is called block coding since we take
blocks ). So, the situation is as follows:

z1 ~px(r1) —— — 1
zy ~ px(r2) —] r > T2 . . .
23 ~ pac(z3) E — {0,1}" — D . with high probability
x4~ px(rg) —— > T4
To formulate this more mathematically, let X1,...,X,, be a sequence of IID random variables

with distribution px. We abbreviate
X" =(Xy,...,X,) and 2" = (x1,...,2,) € Q".
We write pxn for the distribution of X", which is given by
pxn(2") = px(21) ... px(Tn).

It turns out that block encoding can lead to large savings in the compression.

Example 8.1. Consider a binary random variable X which takes value 0 with probability 0.1
and value 1 with probability 0.9. Let us say we are willing to allow an error probability ¢ = 0.05.
Then, if we get a single sample from this source we can not compress, and therefore, if we have
many samples X", we can not do any compression if we only allow codes that compress each X;
separately. However, if we look at (for instance) the distribution of X3 we see that we get

2 p(a?)
000 0.001
001,010,100 0.009
011,101,110 0.081
111 0.729

Now we see that we can discard the outcomes 000,001,010 and 100 to achieve error probability
below 0.05 and hence we only need log(4) = 2 bits instead of 3 bits!
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To see how well block codes perform it is natural to see how many bits they require per
source symbol, so if we compress a system X™ to r(n) bits we study the rate of compression
r(n)/n. How well we can compress depends on the error tolerance we allow. Of course, we would
like the error to be as small as possible, and more strongly one would like to be able to pick
arbitrarily small if n is large enough. We formalize this idea in the following definition.

Definition 8.2. The optimal rate of compression for a random variable X with probability
distribution px is

r(px) := lim lim lC’E(an). (8.1)

e—=0n—ocon

What does this mean more concretely? It means that r(px) is the optimal value such that
for any €,0 > 0 we can find some ng such that there exist block codes with error probability at
most ¢ for n > ng which need at most r(px) + & bits per symbol, i.e. 2C%(px,) <r+ 4. Note
that the order of limits in Eq. (8.1) is important! If we take

lim lim lC"S(pxn)
n—ocoe—0 N
we see that lim._,0 C®(pxn) = Ho(px) so we do not gain anything. In other words, in Eq. (8.1)
the error probability goes to zero, but only as n goes to infinity.
The same discussion applies in the quantum setting. In that case we model a source producing
many independent copies pf?i" which we would like to compress simultaneously. That is, we have
the following set-up, where oang is a purification of pf".

R
OAnR
— —
— —
o n = " £ = (@ — p S
— —

The optimal asymptotic rate of compression is then defined as follows.
Definition 8.3. The optimal rate of compression for a quantum state pg € S(A) is

1
r(pa) == lim lim —C*(p3").

e—>0n—oco N

From Theorem 7.7 and Theorem 7.15 we immediately find that

1
r(px) = lim lim —H§(pxn)

e—>0n—oc0on

and

1
r(pa) :=lim lim —H§(pG").

e—>0n—oo N

We will see that the optimal asymptotic rate of compression r(px) is given by the Shannon entropy,
and in the quantum case r(p4) is given by the closely related von Neumann entropy. We will
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start by introducing these notions. Since we related compression for p4 to classical compression
to its spectrum, we will see that the characterization of asymptotic quantum compression is a
direct consequence of the characterization of asymptotic classical compression. So, it suffices to
do a classical analysis; we already did all the hard work in the quantum case in the previous
lecture!

The optimal rate of compression of a source (classical or quantum) is a good measure for
the amount of information in the source. One way to understand this is the following scenario:
Alice has a source described by a probability distribution px or quantum state p4. She wants
to send a realization of a stream of n outcomes from this source to Bob. The optimal rate of
compression is the number of (qu)bits she has to send per copy in the limit of large n, which
quantifies the amount of information in the source.

8.1 Classical and quantum entropy

We will see that the optimal rate of compression is given by the entropy of the source. Let us
take a random variable X on a classical system X with probability distribution px. Recall that
logarithms are to base 2. We will moreover take the convention that 0log(0) = 0 (note that
lim, |  log(x) = 0).

Definition 8.4. Let px be a probability distribution. Then the Shannon entropy of px is given
by

H(px) == _ px(x)log(px (x)).
We will also write H(X) for H(px).

What is the intuition behind this quantity? One can loosely think of it as a measure of how
‘surprised’ you will be when you receive a sample from the distribution px. For instance, if
px () =1 for some outcome z, then we surely obtain 2 and upon receiving the sample we learn
nothing new (it is totally unsurprising). Indeed, we see that H(px) = 0 in this case. Conversely,
if px is a uniform distribution, then any particular outcome is quite unlikely, so obtaining any
particular outcome is rather surprising. In this case, if we have a uniform distribution on d
outcomes

=S NS
HX)= -5 Zlog( = ) = log(d).
;}d g<d> g

More generally, —log(px(z)) is a measure of how ‘surprising’ an outcome is, or how much
uncertainty px has.

Recall the notion of an ezpectation value (see Appendix B for details): if f is a function
(taking values in R), then

Ef(X) = px(x)f(x).
X
If X is a random variable with distribution px, and we let p(X) denote the random variable

taking value px (x) with probability px(z), then

1

H(X)=—-Elog(p(X)) = Elog<p(X)>.
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The special case where we have the binary distribution {p, 1 — p} is also known as the binary
entropy function

h(p) = —plog(p) — (1 — p)log(1 — p). (8.2)

Here is a plot of what it looks like:
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We see that it is zero when p = 0 or p = 1 and is maximal (and equal to 1) at p = %

This is a special case of the following general bounds, which can be proven using Jensen’s
inequality. Recall that Jensen’s inequality, Lemma B.2, states that if f is a convex function on a
convex set I and X is a random variable taking values in I,

E(f(X)) = f(EX).

If f is strictly convex, we have equality if and only if X is deterministic (takes a single value
with probability 1). If f is concave (meaning — f is convex), we have E(f(X)) < f(EX).

Lemma 8.5. Suppose px € P(X).

(a) H(X) >0 and H(X) =0 if and only if X is deterministic.

(b) H(X) < Ho(px) <log(|X|) and H(X) = log(|X]|) if only if px is the uniform distribution
on all outcomes.

Proof. For x € [0, 1] we have —zlog(x) > 0 with equality if and only if = € {0,1}. This implies
that H(X) > 0, with equality if and only if px(x) only takes values 0 or 1, which is only the
case if X is deterministic. Next, we apply Jensen’s inequality to the strictly concave function
x — log(x)

H(X) =Elog <p(1X)> < log (IEP(IX)>

Ei:pr(a:) L _ > 1=|supp(px)|

p(X) x px (@) zesupp(px)

Now

so H(X) < log(|supp(px)|) = Ho(px). We have equality if and only if ng) is deterministic,

meaning that px(x) is equal for all outcomes z. O

Another fact which can be proven using Jensen’s inequality is the concavity of the Shannon

entropy. That is, if pg?) and pg? are probability distributions and ¢ € [0, 1], we may define the

mixture pg?) of pg?) and pgp as taking value z with probability

P (@) = P () + (1 — @) (2).
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Strict concavity of the Shannon entropy means that

H(p0) = qt (1Y) + (1 - H(1Y). (8.3)

You may verify this in Exercise 8.3. This corresponds to the following intuition: mixing two
probability distributions increases uncertainty. Next lecture we will see more properties of the
entropy function!

We continue to the quantum version, which is known as the von Neumann entropy and which
is simply the Shannon entropy of the spectrum: if a state ps € S(A) has spectral decomposition

PA = pr|'¢:(:><¢x|

then we let H(pa) = — Zz Pz log(ps).

Definition 8.6. The von Neumann entropy of a state ps € S(A) is given by

H(pa) = —tr[palog pa].

We will also write H(A), = H(pa) or just H(A) if there can be no confusion about the state.

Note that log(pa) need not be well-defined if p4 does not have full rank. However, with
the convention 0log(0) = 0 the operator p4log(pa) is well-defined. It follows directly from
Lemma 8.5, as you may verify in Exercise 8.3, that we have

Lemma 8.7. Suppose py € S(A). Then

(a) H(pa) >0 and H(A) =0 if and only if pa is pure.

(b) H(pa) < Ho(pa) <log(da), and H(pa) = log(da) if and only if pa is the mazimally mized
state.

We also observe that the entropy is invariant under isometries, i.e. if ¢ = VpVT for an
isometry V', then H(p) = H (o), since the von Neumann entropy only depends on the nonzero
part of the spectrum. A final comment is that the function = — xlog(x) is continuous. This
implies that both the Shannon entropy and the von Neumann entropy are continuous functions
(on the sets of probability distributions Pr(X) and states S(A) respectively). We will see sharp
continuity estimates later.

8.2 Typical sets and subspaces

Let us return to the situation where we have random variable X with distribution px, and
X" = (Xy,...,X,) is a sequence of IID random variables with distributions pxy. We will
introduce the notion of a typical set which are subsets of outcomes which are a relatively small
subset of Q", but at the same time has a high likelihood: as the name suggests they are sets of
typical outcomes. For instance, if the random variable is a biased coin flip with probability of
heads %, and you perform 1000 independent coin flips, then it is reasonable to expect that the
outcome will have between, say, 200 - 400 times heads (i.e. that happens with high probability).
On the other hand, this set is much smaller than the full set of outcomes. This of course relates
back to compression in the following way: if we compress to this subspace then the probability
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of error is small. In other words, typical subsets give a way to estimate Hj(px). The way we
will define the typical set is as follows. If we have an outcome x™ then

%log (M) :%log <pX(1x1) S > Zlo <

and for large n one expects that with high probability we will find outcomes such that this is
close to the expectation value —Elog(p(X)) = H(X).

Definition 8.8. If X" is an IID sequence of random variables with distribution px and € > 0,
then we define the typical set T), .(px) as

Toe(px) = {2 = (21, ..., Zn eQ”" Zlog( ) H(X)‘gs}.

The following lemma shows that typical sequences are very likely to occur and bounds the
size of the typical set. It shows that if H(X) < log(|X]), the typical set is exponentially smaller
than the full outcome space. It is known as the asymptotic equipartition property, since it can
be interpreted as saying that in the asymptotic setting the distribution of p(z™) concentrates on
a set of outcomes with approximately equal probability.

Lemma 8.9 (Asymptotic equipartition property). The typical set T, -(px) has the following
properties:

(a) for z™ € T, .(px), the probability of x, is bounded by

2—n(H(X)+5) < p(l’n) < 2—n(H(X)—5).

(b) The typical set has size bounded by

|Tn’€ (pX) | < 2n(H(X)+a) .

(c) We have

lim Pr(X" € T, . (px)) = 1.

n—o0

Proof. (a) This is a direct consequence of the definition.
(b) Note that by (a)

1>Pr(X" € Th:(px)) = Z p(z") > \Tn,a(px)\Q*”(H(X)Jra)
2" €T ¢
and therefore
T (px)| < on(H(X)+e)

(c) Consider the random variables Y; = —log(p(X;)). By construction, EY; = H(X). Then
the law of large numbers, Theorem B.4, implies that

. 1 . .
nll_}nc}oPr(| ZY — H(X)| e>—>0

134



This implies the result (since |1 3" | Y; — H(X)| < ¢ if and only if X" € T, .(px) by
definition). In case you have not seen the law of large numbers before, you are recommended
to prove it for yourself in Exercise B.2!

O

8.3 Asymptotic compression

We will use typical sets to show that the optimal rate of compression is given by the entropy. To
illustrate this phenomenon, we consider a binary random variable with distribution {p,1 — p}.
Below we plot %Hg(X ") for fixed € = 0.01. We see that for large n we get closer and closer to
H(X) (although the convergence is pretty slow). We also plotted H§(X™) as a function of ¢ for
fixed p = 0.1.
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Let us now prove the phenomenon we observe in these figures!

Theorem 8.10 (Shannon’s theorem). Let pxn be the distribution of X", then the optimal
asymptotic rate of compression is given by

r(px) = H(X).
Proof. We have

1
r(px) = lim lim —HG(pxn)

e—>0n—oon

and the proof comes down to an estimate of H§(px). Let 6 > 0 be arbitrary. We will show that
there exists €(n) > 0, which are such that (n) goes to zero as n goes to infinity, for which

1

~H5" (px») < H(px) +9. (8.4)

On the other hand, we will show that for any sequence £(n) going to zero as n goes to infinity
1
~Hy™(px») = H(px) = 5+ p(n) (8.5)

where p(n) goes to zero as n goes to infinity. Together, these two bounds prove that

ST —
fimg fn, 7 Hooxe) = Hipx).

For the first bound we fix 6 > 0 and define the sequence £(n) by

e(n) =Pr(X" ¢ T, 5(px)) = 0
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as n goes to infinity (using Lemma 8.9). This means that

1 e 1

—H, n) < —1 T

- Ho (pxn) < - og(|Th.s1)
< H(px)+9¢

using Lemma 7.6 in the first inequality and Lemma 8.9 in the second inequality. This proves
Eq. (8.4).

Conversely, choose some sequence £(n) such that e(n) goes to zero as n goes to infinity and
choose a set 2, as in Lemma 7.6 such that Hg(n) (pxn) = log(|2,|). Again, we choose arbitrary
d > 0. The idea is that ,, will need to contain a large subset of the typical subset T}, s(px). By
the union bound (using that €2, is contained in the union of €, NT}, 54,,) and the complement

of Th5(px))

px

1—e(n) <Pr(X"eQ,) <Pr(X"e€Q,NT,s(px)) +Pr(X" & T, s(px))-
The first term may be estimated as

Z an(:L,n) < |Qn ﬁTn75(pX)|2_n(H(X)_6) < |Qn|2—n(H(X)—6)
anQann,é(pX)

by Lemma 8.9. This implies

[l 2 (1= 2(n) — Pr(X" ¢ Ty 5(px)))2"H 0=

Therefore,
1 1
L5 (ox) > H(X) ~ 6+ L log(1 — <(n) — Pr(X" ¢ Ty 5px))
=p(n)
The term p(n) goes to zero as n goes to infinity by Lemma 8.9, proving Eq. (8.5). O

The typical set is the main proof tool for Theorem 8.10. However, it is generally not the
optimal set to compress to, but the difference is sufficiently small to be irrelevant in the asymptotic
setting. Its relevance is purely that it is convenient for the analysis, but we could have used
different sets as well!

In the quantum case we get Schumacher’s theorem, whose statement and proof are closely
analogous to Theorem 8.10. It is a direct consequence of Theorem 8.10 and Lemma 7.11.

Theorem 8.11 (Schumacher’s theorem). The optimal asymptotic rate of compressing a quantum
state pa € S(A) is given by

r(pa) = H(A),

Theorem 8.10 and Theorem 8.11 show that the entropy is a measure for the amount of
information in a source, as it equals the optimal rate of compression of the source.
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8.3.1 The typical subspace

While we do not need it at this point, we introduce the quantum version of the typical subset.
This will now be a subspace rather than a subset. If py € S(A) has spectral decomposition

pA = ZP(CU)!%M%!

then the state p%” has spectral decomposition

P = D ) pn) o) (o | @ @ [thn,) (U, .

Tl Tn

The idea is to define the typical subspace Sy c(pa) for n copies of p4 and € > 0, by restricting to
the subspace spanned by all [¢;,) ... |15, ) such that 2™ € T,, .(p):

Sn,s(pA) = Span{wjzﬁ ce \%,J c Hﬁn rat = (1'1, .- 7xn) € Tn,e(p)}'

The typical projector is the projection operator II, . onto Sy, c(pa). The results of Lemma 8.9
translate to the typical subspace:

Lemma 8.12. Let py € S(A) and € > 0.

(a) The nonzero eigenvalues of Hn@p%" = ngpﬁnﬂma all lie in the interval

[2711(H(A)+5)7 2fn(H(A)75)]_

(b) The dimension of the typical subspace is bounded as

dim(Spc(pa)) < 2MHA+e),

(c) As n goes to infinity, if we measure whether we are in the typical subspace or not (cor-
responding to the measurement {Il,, ., Lan — 1L, . }), the probability of being in the typical
subspace goes to 1:

lim tr[IL, . p%"] = 1.

n—o0

Outlook

The classical theory of information was developed by Shannon, in his 1948 paper A mathematical
theory of communication [40], an all-time scientific masterpiece. It is recommended reading! The
idea to develop compression for quantum systems came much later, and was first developed in
[39].

Classical compression in practice

We have seen how to perform theoretically optimal compression for sources modelled by random
variables, both in the one-shot and asymptotic settings. While doing so we completely ignored
practical aspects. When you compress a file on your computer, say to a zip-file, it certainly
does not take the approach described in these lectures! There are multiple reasons for this.
First and foremost, the approaches we describe are computationally inefficient. In the one-shot
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compression scenario, our optimal compression protocols require an enumeration of the most
likely outcomes. If the data concerned is for example a video file, we know that typical video
files will have some structure (they are not just white noise) but somehow ‘enumerating’ all
likely videos is not feasible. In the asymptotic scenario there is a bit more structure, and one
can compress (for example) to the typical set (which would be asymptotically optimal). Here
one could try to make an efficient enumerator for the typical set. One aspect is that for good
performance one has to use very large blocks of data (i.e. compress n symbols at a time) if one
wants small probability of error. This is not very flexible, and again causes large computational
overhead. Another disadvantage is that the encoding and decoding depend heavily on the source
distribution. In conclusion, the main point of Theorem 8.10 is that it shows the theoretically
optimal rate of compression.

There are a number of elegant practical approaches which achieve good compression while
overcoming the above objections. Typical practical compression algorithms are variable-length
compression schemes. Here, one does not allow a probability of error, but rather one does not
fix the number of bits r that the algorithm compresses to. A good compression algorithm is
then such that the expected number of compressed bits is small, but with small probability
the encoded message actually becomes longer than the original message. Two major classes of
compression algorithms are symbol codes and streaming codes. A symbol code takes the set of
symbols X and encodes each x to a bit string of variable length such that likely symbols are
encoded as shorter bitstrings than less likely outcomes. One does this in such a way that when
one concatenates the encodings for a multi-symbol source 2" = (1, ..., x,) the result is uniquely
decodeable. One can show that in this way one can achieve compression at a rate between H(X)
and H(X) + 1. Symbol codes are easy to implement and efficient. A second broad approach
are streaming codes, which take in a stream of symbols (rather than blocks as in our theoretical
approach to compression). In this scenario one can also model sources which are not IID, but
where z,, depends in some way on the previous symbols "~ '. Examples of such compression
algorithms are arithmetic codes and the Lempel-Ziv compression algorithm. An explanation of
these algorithms can be found in [29].

One-shot information theory and asymptotics

The results of this and the previous lecture are a paradigmatic example of a pattern in information
theory. Often we have the following situation in information theory (either classical or quantum).
We start with the formulation of some specific task or protocol in which you would like to find
the optimal value (for us this was compression, to a minimal number of (qu)bits). Then, there
is the one-shot version of the task, where one has to perform the task a single time. One can
either study the case where the protocol has to be exact (zero-error compression) or a lossy
version where a small error is allowed. Then, one can also study the asymptotics of the same
task, where one receives many independent copies of the same source, and you look for the
optimal rate at which you can perform the task. In our discussion of compression something
very remarkable happened: we start with a complicated quantity, H§(p4) which was formulated
as an optimization problem. By taking the asymptotic limit we found the much nicer quantity
H(A) which no longer requires solving an optimization problem but just has an explicit formula!

In many situations, something similar happens, where the asymptotic rate is an entropic
quantity (we will see more examples of various entropic quantities in a later lecture), whereas
the one-shot quantities depend in more subtle ways on the specific task and are formulated
as an optimization problem and are harder to compute. However, there are also situations
where we understand the one-shot quantity relatively well, but the asymptotic quantity does
not significantly simplify and is hard to compute. A good introduction to one-shot quantum
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information theory is [42].

8.4 Exercises

8.1 Entropy and typical sets:

(a) Let X be a random variable on {0, 1} with distribution function
px(0) =08, px(1)=02.

Compute the entropy H(px).
(b) What are the elements of the typical set T50.1(px)?
(c) Compute P(X® € T50.1(px)).
8.2 A source with infinite outcomes: Consider the random variable in Example 7.3, which
takes value & with probability 27% for x = 1,..., N and takes value N + 1 with probability
2N,

(a) Write down a formula for the entropy H(X) of this random variable, and compute its
value for N = 1,2, 3.
(b) Use the fact that > o7 ; 227" = 2 to argue that as N — oo we have H(X) = 2.

8.3 Bounds on the entropy:

(a) Prove Lemma 8.7.
(b) Show concavity of the Shannon entropy, as in Eq. (8.3). Hint: show that the function
defined by g(x) = —xlog(z) is concave on R>q.

8.4 Entropy under functions: Suppose X is a random variable on {0,...,d — 1} with a
probability distribution px(z) such that px(z) # 0 for all x € {0,...,d — 1}.

(a) Let d’ € N, and define a function f : {0,...,d — 1} — {0,...,d" — 1}. Show that
H(X) > H(f(X))
with equality if and only if f is injective.
(b) Let p € S(A) be a state and U € U(A) be a unitary. Show that the von Neumann

entropy satisfies
H(p) = H{UpU') .

Does this hold for general quantum channels?

8.5 Typical subspaces: If py € S(A) has spectral decomposition

pa =3 p() ) (i)

and € > 0, recall that we defined the typical subspace Sy, -(pa) as

Sne(pa) =span{|t)z,) ... [¢z,) € ’H%n cx = (x1,...,2n) € The(p)}

The typical projector is the projection operator II,, . onto S, -(pa). The goal of this exercise
is to translate the results of Lemma 8.9 to the typical subspace by proving Lemma 8.12.
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(a) Show that the nonzero eigenvalues of Hn,apﬁm = Hnyapfnﬂnja all lie in the interval
[Q—n(H(A)-I-E), 2—n(H(A)—5)]'

(b) Prove that the dimension of the typical subspace is bounded as
dim(S,,c(pa)) < 2nH AT,
(c) Show that

lim tr[l,p%"] = 1.

n—oo

8.6 Lower bound size typical set: Show that for any § > 0 there exists ng such that for
n > ny

Ty (px)| > (1 — §)2nHEx) =),

8.7 Leading corrections to asymptotic compression: We have seen that as n goes to
infinity we can let £(n) go to zero such that

C5(pxn) = nH(X) + f(n,e()),  Tim ~ f(n,e(n)) = 0.

n—oo N

We would like to understand the behavior of f(n) in more detail. We will see that the central
limit theorem allows us to determine the leading term to be f(n) ~ /n.

(a) Given IID Xj,...,X,, consider the random variables Y; = —log(p(X;)). Apply the
central limit theorem to show that for z € R

Pr(ZYi —H(X) < z\/ﬁ> = F(z) 4+ g(n)
i=1

where F'(z) is the cumulative distribution function of a normal distribution with mean
zero and variance

0® = px(@)(H(X) +log(px))’

1

and where |g(n)| = O(n™2).
(b) Let

Qn75 = {gjn an(LEn) > 2—TLH(X)_O—5\/E}'
Show that
Pr(X" € Q,5) = F(6) + g(n).

(c) Show that log(|$2, 5]) < nH(X) 4+ gdy/n.
(d) Show that for any fixed € > 0, we have

Hi(px») < nH(X) + vnoy(e, n).
where
F~ e+ |g(n)]) < (e,n) < F~He —[g(n)])

Hint: note that F(z) =1 — F(—x).
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8.8

(e) Argue that as n goes to infinity
Vit(e,n) = VaF~1(e) + O(log(n)).

Hint: Taylor expansion.
(f) Conclude that

C(pxn) = nH(X) + vnoF () + O(log(n)).
In particular, the leading order corrections are of the order /n.

Entanglement distillation: Suppose Alice and Bob, distantly separated, share n copies
of a pure two qubit state |pap) € C? @ C?, i.e. they have the state pap = |paB)(Ppa|®".
They know the Schmidt decomposition of |¢4p), which is

[9aB) = V/pl04)|05) + /1 —plla)[lB) ,

for some p € [0,1] where p # 1/2. Using only local operations, Alice and Bob want to
manufacture an 7-dimensional maximally entangled state |®,5) == >"1_;|ia)|ig) between
them, for M as large as possible, up to some small error €. In other words, Alice will apply a
channel ® 4 on her n qubits and Bob will apply a channel ®g on his n qubits so that their
shared state will become

oap = (P4 @ Pp)(pan) = P 4p5) (P 5]

We are interested in the asymptotic scenario. If Alice and Bob have a large number of copies
n of the state |¢p4p), and we allow a small error, we would like the rate log(r)/n (i.e. the
number of maximally entangled qubit pairs per copy of [¢p4p)) to be as large as possible. In
this exercise you will show a protocol that achieves a good result (and in fact it turns out to
be essentially optimal, but we will not discuss this now).

(a) Show that the marginal von Neumann entropy of pap = |¢pap){(dan| is

H(tralpas]) = H(trplpas]) = h(p) ,

where h(p) = —plog(p) — (1 — p) log(1 — p) is the classical binary entropy.
What is the von Neumann entropy of the joint state pap?
(b) Show that n copies of the pure state |¢) can be written in the form

#) n—#(x)
0aB)*" = Y p 2 (1—p) 2 |xa)lxa),
xe{0,1}"

where #(x) is the number of zeroes in the binary string x = (x1,...,x,) € {0,1}".
(c) Alice performs a projective measurement {1 }}_,, such that the operator fi, j is the
projection onto the subspace

Zn =span{|x) | x € {0,1}" | #(x) =k} .
If Alice obtains the measurement result k£, what is the post-measurement state?

(d) Suppose Bob performs the same measurement on his system. Are the measurements of
Alice and Bob independent?
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(e) Show that the dimension of Z, ; satisfies

n n

logdim Zy,j, _ h<k> +O(log(n)/n) .

Hint: You can use Stirling’s approzimation log N! = Nlog N — N + O(log N).

(f) Let Alice’s measurement outcome be described by the random variable k. Using
Lemma 8.9 or otherwise, show that for any ¢ > 0,

Pr(h(p)—(sgh(z) gh(p)+6> —1 asn—o0.

(g) Show that for any €,d > 0 there exists a protocol such that with probability at least
1 — £ the protocol produces a maximally entangled state of dimension r(n) where the
rate is at least log(r(n))/n > h(p) — 9.
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Lecture 9

Quantum entropy for multiple parties

Concept Math translation
Discarding subsystem decreases the Monotonicity: H(XY) > H(X). False for
amount of randomness quantum states!

The total information is at most the
sum of its parts.

Subadditivity: H(AB) < H(A) + H(B).

Quantum states satisfy a weak ver-
sion of monotonicity: ‘adding’ mono- H(A)+ H(C) < H(AB)+ H(BC).
tonicity relations for AB and BC

Strong subadditivity:

Many equivalent formulations of this

< .
entropy inequality H(ABC) + H(B) < H(AB) + H(BC)

We have now seen that by Shannon’s Theorem 8.10 and Schumacher’s Theorem 8.11 the
entropy of a distribution or quantum state is a good measure of the information content of a
source producing independent samples of this distribution or quantum state. We argued that the
entropy was a measure of information, but at the same time it is also a measure of randomness:
the entropy is large for a uniform distribution, or maximally mixed state. This can be a little
counterintuitive on first encounter (as you may think of highly random processes as not being
very informative). The right way to think of informative in this context is ‘how much you can
expect to learn’ once you receive a sample of the state or distribution.

The Shannon and von Neumann entropy are the building blocks of information theory.
Information theory beyond compression typically involves multiple systems. Paradigmatic tasks
in (quantum) information theory are:

e Communication: Alice wants to send Bob (classical or quantum) information over a noisy
channel.

e Entanglement distillation: Alice and Bob share some entangled states and want to extract
maximally entangled states.

o Cryptography: Alice and Bob share quantum states and would like to exchange secret
messages.

One finds that how well one can perform these tasks is often captured by entropic quantities,
now involving multiple systems. In this lecture we will discuss further properties of the entropy,
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focusing on relations between entropies if there are multiple parties. This gives rise to a ‘calculus’
of information theory, allowing one to manipulate information-theoretic quantities. The main
achievement of this lecture will be to prove strong subadditivity, a nontrivial relation between
entropies on three parties.

9.1 Entropy inequalities

We will investigate situations where there is more than one system. For instance, if we have
two systems A and B with some state pap € S(AB), then we have entropies H(A), H(B) and
H(AB). These are not independent! Here are two basic examples:

Lemma 9.1. If pap is pure,
H(AB)=0, H(A)=H(B).
If paB = pa ® pp is a product state
H(AB)=H(A)+ H(B).
Proof. We already saw in Lemma 8.7 that H(AB) = 0 if pap is pure. Moreover, the nonzero

eigenvalues of ps and pp are equal (as we saw in the Schmidt decomposition) and hence
H(A)=H(B). If pap = pa ® pp, then one can show (this is your Exercise 9.1) that

paplog(pap) = (palog(pa)) ® pp + pa @ (pplog(pn))
and by taking the trace of this expression we see that H(AB) = H(A) + H(B). O

There are also a number of relations between entropies of subsystems in terms of inequalities.
In the classical case we have the following two basic properties.

Lemma 9.2. Let pxy € P(XY), then the Shannon entropy satisfies the following two inequalities:

(a) The Shannon entropy is monotonic:

H(XY) > H(X).

(b) The Shannon entropy is subadditive:
H(XY) < H(X) + H(Y).

We have equality if and only if X and Y are independent.

The proof is Exercise 9.4. These properties have intuitive interpretations: X and Y together
contain more information than just X (monotonicity) and the joint information in X and Y is
at most the sum of the information in X and Y.

Subadditivity is also valid for the von Neumann entropy: if pap € S(AB) then

H(AB) < H(A) + H(B). (9.1)

Here, we have equality if and only if psp is a product state. You can prove (9.1) in Exercise 9.7
based on the operational interpretation in terms of compression, and you can prove the condition
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for equality later in Exercise 10.15. The intuition is that we can either separately compress A and
B at rate H(A) + H(B) or we can compress the joint system which may lead to a more efficient
compression at rate H(AB). Monotonicity, while an intuitive property, is not true for the von
Neumann entropy! It is easy to find a counterexample: any pure entangled stated pap satisfies
H(AB) = 0 and H(A) > 0. However, a generalization of subadditivity, strong subbaditivity
(SSA), is a valid inequality for the von Neumann entropy.

Theorem 9.3 (Strong subadditivity). If papc € S(ABC),

H(ABC) + H(B) < H(AB) + H(BC). (9.2)

Note that if B is an empty system, then this expression reduces to (9.1). Another way to
think about SSA is by writing S for the union of A and B and T for B and C,so B=SNT
and ABC = SUT. Then SSA states that

H(SUT)+ H(SNT) < H(S) + H(T).

There are in fact many proofs of Theorem 9.3, each offering their own insights. We will give
an especially simple proof below. Proofs for entropy inequalities for the von Neumann entropy
are more challenging than in the classical Shannon case. The reason is that there are no obvious
relations between the spectra of papc, pap and pa in general. An equivalent statement to strong
subadditivity is weak monotonicity.

Theorem 9.4 (Weak monotonicity). If papc € S(ABC), then

H(A) + H(C) < H(AB) + H(BC). (9.3)

This is called weak monotonicity because it is a weaker statement than the monotonicity
statements H(A) < H(AB) and H(C) < H(BC) (which individually need not be true in the
quantum case). To derive strong subadditivity from weak monotonicity we may let papcp be a
purification of papc. Then assuming weak monotonicity as in Eq. (9.3)

H(B) + H(D) < H(BC) + H(CD).

Since papcp is pure, H(D) = H(ABC) and H(CD) = H(AB), giving Eq. (9.2). A very similar
argument allows one to derive weak monotonicity from strong subadditivity, which is Exercise 9.3.

Why are these inequalities so fundamental? Next lecture we will see various reformulations and
consequences of strong subadditivity with important operational meanings. Strong subadditivity
is the main ‘constraint’ for information processing protocols and is useful for showing that certain
protocols are optimal (we will see a concrete example in the form of Holevo’s bound next lecture).

Weak monotonicity has a direct interpretation as a statement about monogamy of entangle-
ment. Monogamy of entanglement is the fact that it is not possible for Bob to be maximally
entangled with both Alice and Charlie. How is this captured by weak monotonicity? Violations
of monotonicity are related to entanglement: H(AB) < H(A) is certainly the case if the state is
pure on AB and entangled. Weak monotonicity implies that we cannot have both H(AB) < H(A)
and H(BC) < H(C).

9.1.1 Entropies of classical-quantum states

If just one of the systems is classical we do still have monotonicity. If we have an ensemble
of states {px(x), pa} where we have state pa, € S(A) with probability px(z), then we may
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model this by a classical-quantum system X B and a classical-quantum state

PXA—ZPX )|x) (x| @ pae (9.4)

Lemma 9.5. Let px 4 be a classical-quantum state as in Eq. (9.4), then

ZPX H(paz) + H(px).
Moreover, H(XA) > H(X) and H(XA) > H(A).

The proof will be Exercise 9.5, where you may also show that the von Neumann entropy is strictly
concave on the set of density matrices of some Hilbert space H, i.e. if p1, p2 are states on H and
€ (0,1), then

H(pp1+ (1 —p)p2) = pH(p1) + (1 — p)H(p2) (9.5)

with equality if and only if p1 = pa. More generally, we have for any ensemble {px (x), pa»}

> px(2)H(pas) <1H’§:px )pa) <1§:px H(pas) + H(px).
X

9.2 Proof of weak monotonicity

Strong subadditivity, as formulated in Theorem 9.3, is the fundamental theorem of quantum
information. We will now prove this central result by proving weak monotonicity, which we saw
to be equivalent.

We need a basic fact on logarithms of positive operators. For completeness, we provide a
proof.

Lemma 9.6. If P,Q € PD(H) and P < @, then log(P) < log(Q).

Proof. 1t follows from Corollary A.3 that for any M, N, X € Lin(#)
M<N=XMX"<XNXT (9.6)
We will use this to prove that if P,Q € PD(#), then
P<Q=rP'>Q"

To see this, suppose P,Q € PD(H) are such that P < Q. By Eq. (9.6) 1 < P_%QP_%. The
operator P_%QP_% is positive, and we see that all its eigenvalues are at least 1. This implies
that its inverse P%Q_IP 3 is positive and has eigenvalues at most 1. Therefore, 1 > P%Q_IP%.
Another application of Eq. (9.6) gives P~! > QL.

The next step is that we are going to use that for any = > 0

< 1
1 = — — dt
0g(7) /0 <1+t x+t>
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and therefore, for any positive operator P € PD(H)

log(P) = /OOO (1;11 —(P +t11)1> dt. (9.7)

Note that P +t1 € PD(H). Now, if P and @ are both positive definite and P < @), then for all
t we have P +t1 < Q +t1 and hence (P +t1)~! > (Q + 1)}, and from Eq. (9.7) we conclude
that log(P) < log(Q). O

Remark 9.7. If we have a function f : I C R — R on some interval I, then we say that f is
operator monotone if for all Hermitian matrices M, N with spectrum contained in I we have that
M < N implies f(M) < f(N). Lemma 9.6 can then be interpreted as proving that log : Rsg — R
is operator monotone.

The key to the proof of weak monotonicity is the following.

Lemma 9.8. Suppose that papc € S(ABC) is such that pa, pc and ppc are invertible (i.e.
have full rank), then

paB ® p5' < pa ® P

Proof. Let

|Bl-1

[@Fp) = D I0b)
b=0

be an unnormalized maximally entangled state on two copies of B. We now define two linear
maps V € Lin(A, ABB) and W € Lin(C, BBC) by

=

1
V= (pf{B ® HB)(pA2 ® |CI)EB>)
1 _1
W = (15 ®pEa)(1Php) ® pe?)-

We will use a graphical proof, as in Lecture 5. Recall the following notation and facts

[®hp) = C < ) = tr[Mp]
M

B

<(I)EB’ = } _

So, V and W are given by

l
|
N[ =
[
S
Sy}
|
r

Pa
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We read these diagrams from left to right (which is the converse order in which we write
compositions). We may use this to show that V' and W are actually isometries. For V' the proof
is as follows: VIV is given by

R A

1 1

s eds | |rAas || | | i [[PAB] ]
Pa Pa Pa Pa
B _1 1

= gpAQMPAMpAQ*

and for W the argument is analogous. Now we let K be the following operator:
K= (0@ WV &1p0).

We see that K is given by

N
I

3
PBc

NG

g
I
| %W\

Y
-

PAB
1 Pa
1 Pin
— pA2 ]
and hence KTK equals
_1 _1 -1
Tl T s T BERRKARFEE
Pic Pic Pic Pic
1 1
oo JPAs| | PAB| | 1| NN
Pa Pa Pa Pa

The operator KTK is positive by Lemma A.2. Moreover, since it is a composition of isometries
and their adjoints (which all have operator norm at most 1), from the submultiplicativity of the
operator norm (Eq. (6.1)) it follows that ||KTK| s < 1. Therefore, KTK has eigenvalues in the

interval [0, 1] and

_ 1 _ _ 1
K'K = (p3' ® pc)? (pas ® pc")(pa' @ pse)? < Lasc
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This implies, by Eq. (9.6)

pAB ® pg' < pa® ppe-

We are now ready to prove weak monotonicity!

Proof of Theorem 9.4. Let us first assume that papc is such that pa, po, pap and ppc all have
full rank (equivalently, they are strictly positive definite, or invertible). Then, by Lemma 9.6 and
Lemma 9.8 we have that

log(pas @ pg') < log(pa @ ppe)
Using Exercise 9.1 this gives
log(pa) ® Lpc + Lap ®log(pc) —log(pap) ® 1o — 14 ® log(ppc) > 0.
We may now take the trace with papc, and by Lemma A.2 we have
trlpapc (log(pa) @ Lpc + 1ap ®log(pc) —log(pap) ® 1o — 1a ®log(ppc))] > 0
In other words,
H(A)+ H(C)— H(AB)— H(BC)<0 (9.8)

which is weak monotonicity, so this proves the result under the assumption that the reduced
density matrices have full rank. Now, if papc € S(ABC) is arbitrary, let € > 0 and

pPapc = (1 —€)paBc + eTaBc

where T4pc is the maximally mixed state. This state satisfies the full rank assumption, and
hence

H(A)y + H(C)pe — H(AB),c — H(BC),- <0
If we let € — 0 we recover papc, and since the entropy is continuous, we must have

H(A)p + H(C)p - H(AB)p - H(Bc)p - ?L%H(A)pf + H(C)pE - H(AB)pE - H(Bc)pg <0

which proves weak monotonicity for arbitrary papc. O

Outlook

The proof in this lecture for weak monotonicity (and thereby strong subadditivity) follows [26].
However, there exists a broad variety of proofs, each providing their own insights. The first
proof was given by Lieb and Ruskai in [25], based on concavity results for certain functions of
operators. Conditions for equality in strong subadditivity are given by [20].
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Entropy inequalities beyond strong subadditivity

We have so far restricted to inequalities involving at most three parties, but nothing prevents us
from studying inequalities involving more parties. We can then simply apply the inequalities
we have already seen above to obtain new inequalities. For the Shannon entropy we saw that
the entropy was positive, and that it satisfied monotonicity and subadditivity. It turns out that
there are additional inequalities (which are linear in the subsystem entropies) which are known
as non-Shannon type entropy inequalities for four or more parties [50].

In the quantum case, it is an open question whether there are any entropy inequalities beyond
the ones that are a direct implication of strong subadditivity and positivity. One way to formulate
this question is by studying entropy cones. To this end, for n parties one considers a real vector
space of dimension 2" — 1, with coefficients labeled by non-empty subsets I C {1,...,n}. Every
quantum states on n parties p4,.. 4, (for some arbitrary finite dimensional quantum systems)
defines a vector

(H(Aj)) e R?"1

ICl,...,n

of the values of all entropies of different choices of subsystems, and where we write A; for the
union of all A; for which ¢ € I. For example, for n = 2 we would get vectors like

(H(A1), H(A2), H(A1 A2)) € R®.

One can show that if one takes the closure of this set one obtains a cone 3, meaning that if
v,w € %, then v +w € ¥ and Av € X for A > 0. We call this cone the quantum entropy cone
[36]. Since the entropy is positive, this cone lies in the positive orthant. However, not any vector
of positive values can be realized as a vector of entropies. For example, strong subadditivity
defines a hyperplane that constrains the cone to lie on one side. In general the cone is defined
by a set of linear equations, and these equations are precisely the ‘valid’ entropy inequalities.
Determining all valid entropy inequalities is equivalent to determining the shape of the quantum
entropy cone. If we restrict to probability distributions instead of quantum states we obtain
the classical entropy cone [50]; in this case it is known that there are infinitely many relevant
inequalities (i.e. the entropy cone is not a polytope).

9.3 Exercises
9.1 Operator logarithm:

(a) Compute log(M) for

a 0 2 1
M = fora>0, and M= .
0 «o 1 2

(b) Show that if P > 0, > 0 are positive definite operators
log(P ® Q) =log(P) ® 1+ 1 ®log(Q).
(c) Show that if ps € S(A), pp € S(B)
pa ® pplog(pa ® pp) = palog(pa) ® pp + pa ® pplog(ps).
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9.2 Entropy of states: Consider the 2-qubit state

- o O =

0 0
3 0
0 3
0 0

_ o O =

where H4 = Hp = C2.

(a) Compute the entropies H(AB),, H(A),, and H(B),.
(b) Compute H(A|B),, H(B|A),, and I(A : B),.
(c) Now consider the 3-party GHZ state Tapc = |GHZ)(GHZ|apc, where

1
ﬁ(\ooo) + [111)) .

Compute H(ABC),, H(AB),, and H(A),.

IGHZ) =

9.3 Weak monotonicity and strong subadditivity: Show (similar to the argument following
Theorem 9.4) that strong subadditivity of the von Neumann entropy (Eq. (9.2)) implies weak
monotonicity as in Eq. (9.3).

9.4 Monotonicity and subadditivity of the Shannon entropy: The aim of this exercise is
to prove Lemma 9.2. Consider the joint probability distribution pxy = Pr(XY).

(a) Verify that

Zpy H(X|Y =y) = H(XY) - H(Y). (9.9)

Here H(X|Y = y) is the entropy of the conditional distribution pxj, as defined in
Eq. (2.5).

(b) Use Eq. (9.9) to show that H(XY) > H(X). When is this an equality?

(c) Prove directly that H(X) + H(Y) > H(XY), with equality if and only if X and Y are
independent. Hint: Take the difference of the left- and right-hand sides, rewrite and
apply Jensen’s inequality to the function x — —log(x).

(d) Use Theorem 8.10 to obtain an alternative proof that H(X) + H(Y) > H(XY).

9.5 Entropies of classical-quantum states:

(a) Let px4 be a classical-quantum state, so
pPxXA = ZPX )|#) (2] © pas
for some states p4, and a probability distribution px. Show that

ZPX H(paz) + H(px).

(b) Conclude that H(XA) > H(X).
(c) Prove that the von Neumann entropy is strictly concave, as in Eq. (9.5). Hint: use
subadditivity of the von Neumann entropy.
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(d) Next, argue that you can choose a system R and an orthogonal collection of states
|¢paRr,z) such that |par ) is a purification of p4 .. Now apply strong subadditivity to
the state

PXAR = ZPX($)|$><35| ® |pAR) (PAR|

xT

to show that H(XA) > H(A).
(e) Conclude that

D px(@)H(pax) < HO px(@)pas) <Y px(@)H(paz) + H(px).

9.6 The Araki-Lieb inequality: Show that for pap € S(AB) the difference between the von
Neumann entropies on A and B is bounded by

|H(A) — H(B)| < H(AB).
This is known as the Araki-Lieb inequality. Hint: apply subadditivity to a purification of pap.

9.7 Subadditivity of the von Neumann entropy: Use Exercise 7.3 to prove the subadditivity
of the von Neuman entropy:

H(AB), < H(A), + H(B),

for pap € S(AB). Explain the operational meaning of subadditivity in terms of compression.
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Lecture 10

Bounds on information processing

Concept

Math translation

Entropy differences measure the
amount of information contained in
B about a system A

The conditional entropy
H(A|B) =H(AB)— H(B)

is the amount of uncertainty left in A when
learning B. The mutual information

I(A:B) = H(A) + H(B) — H(AB)

is how much you learn about A when you
learn B. These are classical interpreta-
tions.

Processing data never increases the
amount of information.

Data processing inequalities for conditional
entropy and mutual information: if o4¢c =
(Z4 ® ®pc)(paB), then

I(A:C), <I(A:B),

H(A|C)s > H(A|B),.

It is not possible to send more than
one classical bit using one qubit
(without using additional entangle-
ment)

Holevo bound: the information that can be
extracted from an ensemble {px(z), pas}
about X by measurement is bounded by

I(X:Y) < x({px(z), paz})-

The ability to distinguish quantum
states is related to the ability to send
information by encoding into quan-
tum states.

Reduction from a quantum state learn-
ing problem to a communication problem.
Next apply Holevo bound to get a lower
bound on the number of copies of a state
required to determine an accurate approxi-
mation of the state.

In this lecture we will introduce two natural information-theoretic measures which are
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derived from the entropy, measuring correlations between two systems. We will see that strong
subadditivity has a natural interpretation as a data processing inequality for such systems.

We then study the Holevo bound (a consequence of data processing), which sets limits on the
amount of classical information that can be sent using quantum states. In particular this will
show us that in the absence of entanglement, one can only send a single (classical) bit using one
qubit of communication.

As a further application of the Holevo bound we then give an information theoretic bound on
learning quantum states. Given n copies of an unknown state p4 we would like to determine p4
by performing measurements on pf”. How many copies n do we need to get an accurate answer?

10.1 Entropic correlation measures

Suppose that we would like to send information over a classical (noisy) channel. The input
system is X, and we call the output of the channel Y. In order to understand to what extent we
can send information over this channel, we must quantify how much we learn about X when we
obtain Y. We will introduce two (closely related) quantities: the conditional entropy, and the
mutual information.

10.1.1 Conditional entropy

Recall that for a joint probability distribution pxy € P(XY) we have conditional probabilities
Px|y> Which is the probability of  given y and which is such that pxy (z,y) = px,(z)py (y). We
may consider the entropy of X given y:

H(X|Y =y) sz\y ) log(px|y ().

Now, the conditional Shannon entropy of X given Y is the expected value of H(X|Y = y)

H(X|Y) = Zpy H(X|Y =y).

The intuitive interpretation of this expression is that it is the expected amount of information in
X once you learn the outcome of Y. An easy computation in Exercise 9.4 shows that

H(X|Y)=H(XY) - H(Y). (10.1)

This also makes sense: the information we have about X when we know Y is the total information
on XY minus the amount of information in Y.

In quantum theory there is in general no way to define conditional probabilities or conditional
states. However, nothing stands in our way of defining the conditional entropy for pap € S(AB)
nevertheless based on Eq. (10.1).

Definition 10.1. If pap € S(AB) the conditional entropy of A conditioned on B is defined as
H(A|B), = H(AB), — H(B),

where we omit the dependence on p4p and write H(A|B) if the state is clear from the context.

It has the perhaps surprising property that it is possible that H(A|B) < 0 (since the von
Neumann entropy is not monotonic). Later we will see a nice operational interpretation of
negative conditional entropies.
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Example 10.2. Let us compute the conditional entropy for three important examples of states
on two qubits A and B.

o If pap = %JIAB is the maximally mixed state we have
1 1
H(AB):4><Zlog(4):2 H(B):2><§log(2):1

so H(A|B) = 1= H(A). We see that H(A|B) = H(A) so when we get B we learn nothing
about A and the amount of information in A stays the same.

o If pap = 3(|00)(00| + [11)(11]) is the maximally correlated state, we see that pap has
nonzero eigenvalues %, %, while the reduced density matrices are maximally mixed, so

H(AB) = 2 x %log@) 1 H(B)=2x %log(Z) ~1

and hence H(A|B) = 0. This makes sense with our (classical) interpretation: if we learn
the outcome of B we know the value of A exactly and hence there is no information
(randomness) left in A.

o If pap = |®}5)(®} 5| is a maximally entangled state, H(AB) = 0 since the state is pure
and as the reduced states are maximally mixed H(B) = 1 and hence H(A|B) = —1.

Lemma 10.3. Let pap € S(AB), then H(A|B) = H(A|B), has the following properties.

(a) If pap is pure, then H(A|B) = —H(A) = —H(B). If papc is pure, H(A|B) = —H(A|C).
(b) We have the lower bound

H(A|B) > ~H(A) > —log(|A]).

If the system X s classical, we have H(A|X) >0 and H(X|A) > 0.
(c) We have the upper bound

H(A|B) < H(A) < log(|A]).

The first inequality is an equality if and only if pap = pa @ pp is a product state.

(d) The conditional entropy is invariant under isometries on the subsystems. That is, if
V € Isom(A, A") and W € Isom(B, B'), and o = (V@ W)pap(VI @ WT) then

H(A|B), = H(A|B),.

Proof. If papc is pure, then

H(A|B)=H(AB)—H(B)=H(C)— H(AC) = —-H(A|C).
If pap is pure, H(AB) = 0 and H(A) = H(B), proving (a). Next, (b) is clear from the definition.
If X is classical, Lemma 9.5 implies that H(A|X) and H(X|A) are nonnegative. Subadditivity

of the von Neumann entropy (Eq. (9.1)) is equivalent to (c). Finally, (e) is a direct consequence
of the invariance of the von Neumann entropy under isometries. O
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We may rephrase strong subadditivity H(ABC) + H(B) < H(AB) + H(BC) as
H(ABC)—- H(BC) < H(AB) — H(B)
and hence
H(A|BC) < H(A|B). (10.2)
More generally:

Theorem 10.4 (Data processing conditional entropy). If ®p_,c € C(B,C) and we have pap €
S(AB), cac = (Za ® Pp_c)(paB), then

H(A|C)s > H(A|B),
Proof. Let V € Isom(B, CE) be a Stinespring extension, and let wacr = (14®@V)pap(la@ V).
Then by invariance of entropy under isometries,
H(A|B), = H(A|CE),
and the result follows from Eq. (10.2) since wac = oac. O

The intuition behind this result is that if C' is a ‘processed’ version of B, then we will learn
less about A once we receive the C system. While this may be intuitive, the proof relies on the
nontrivial strong subadditivty property, and it is also not very clear what the intuitive meaning
should be in case the conditional entropy is negative!

We may also reformulate weak monotonicity (and hence strong subadditivity) as

H(AB)—-H(A)+ H(BC)—-H(C)>0
and hence as
H(B|A)+ H(B|C) > 0. (10.3)

This corresponds to the monogamy of entanglement interpretation: we can not have both H(B|A)
and H(B|C) negative. While H(A|B) < 0 is not a necessary condition for entanglement, it
is a sufficient condition: as you may check in Exercise 10.4 every state pap € S(AB) with
H(A|B) < 0 is entangled.

10.1.2 The mutual information

Another natural entropic quantity is the mutual information.
Definition 10.5. Given px € P(XY') we define the mutual information as
I(X:Y)=HX)+H(Y)-H(XY)
and similarly for a quantum state pap € S(AB)
I(A:B),=H(A),+ H(B),— H(AB),.

We write I(A : B) if the state is clear from the context.
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What is the meaning of the mutual information? The idea is that it is a measure for the
correlation between A and B. You can think of it as ‘the amount of information you can learn
about A from B’. The mutual information is related to the conditional entropy as follows (as
seen directly from the definition):

I(A: B) = H(A) — H(A|B) = H(B) — H(B|A). (10.4)

Example 10.6. Let us compute the mutual information entropy for the same qubit states as in
Example 10.2.

o If pap = i]l AB is the maximally mixed state we have
H(AB) =2 H(A)=H(B)=1

so I(A:B)=1+1-2=0. Indeed, A and B are independent, so we learn nothing about
A from B.

o If pap = 5 (|00)(00[ + [11)(11]) is the maximally correlated state
H(AB) =1 H(A)=H(B)=1

and hence I(A: B) =1+ 1—1=1. The maximally correlated state indeed represents one
bit of correlation.

o If pap = |} 5)(P] 5| is a maximally entangled state
H(AB)=0 H(A)=H(B)=1

and therefore I(A : B) =1+ 1 — 0 = 2, so this is a ‘stronger’ correlation than for the
maximally correlated state.

The relation between the entropies H(A), H(B), H(AB) and H(A|B) and I(A : B) may be
visualized in the diagram

The mutual information has the following basic properties.
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Lemma 10.7. Let pap € S(AB), then the mutual information I(A : B) = I(A : B), has the
following properties:

(a) If pap is pure, then I(A: B) =2H(A) = 2H(B).
(b) I(A: B) > 0 with equality if and only if pap = pa ® pB.
(c) We have the upper bound

I(A: B) < 2min(H(A), H(B)) < 2min(log(|A]), log(| B])).

(d) If the system X is classical, then

I(X : B) < min(H(X), H(B)) < min(log(|X|), log(|B])).

(e) The mutual information is invariant under isometries on the subsystems. That is, if

V € Isom(A, A") and W € Isom(B, B’), and o4 = (V@ W)pap(VI @ W) then
I(A:B),=1(4":B),.

Proof. This follows directly from the properties of the conditional entropy we proved in Lemma 10.3.
O

Finally, we have a data processing inequality for the mutual information:

Theorem 10.8 (Data processing mutual information). If ®p_,c € C(B,C), then for pap €
S(AB), cac = (Za® VYp_,c)(pap) we have

I(A:B),>1(A:C),
Proof. This is a direct consequence of the data processing inequality for the conditional entropy
in Theorem 10.4. O

As before, it has the intuitive interpretation that by only acting on one of the subsystems we
can never get more information about the other subsystem. This statement is easily seen to be
equivalent to strong subadditivity, and assigns a nice operational meaning to strong subadditivity.

10.2 Continuity estimates

The fact that the function = — zlog(z) is continuous on the interval [0, 1] implies directly that
the Shannon and von Neumann entropy are continuous functions. Often it is useful to have
concrete bounds on how much the entropy changes under small deformations of the state. We
have the following quantitative continuity estimate, which you may prove in Exercise 10.13.

Theorem 10.9. If pap,oap € S(AB) satisfy T(pap,oap) < €, then

|H(A|B), — H(A|B)s| < 2¢log(|A]) + (1 +€)h <1 i 6)

where h is the binary entropy function from Eq. (8.2).
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In the special case where there is no B system this reduces to a continuity estimate for the
regular von Neumann entropy H(A). Theorem 10.9 also gives a continuity estimate for the
mutual information: if pap,cap € S(AB) satisfy T'(pap,cap) < €, then

[I(A: B), — I(A: B),| < 4= min(log(|A|), log(|B])) + 1 igh (1 i 8) . (10.5)

10.3 The Holevo bound

We will now investigate the question of how much classical information we can encode in a quantum
state. We already know, from the superdense coding protcol, that if we have entanglement
available we can send over two classical bits using one qubit. Now we will look at the situation
where we try to encode some classical register X into an ensemble of quantum states where we
have state pa , € S(A) with probability p,. This gives rise to an associated classical-quantum
state

pxa =Y palr)(2| ® pas.
x

Definition 10.10. We define the Holevo x-quantity of an ensemble {p,, pa,} as
X({Pz; paq}) = 1(X : A),

Writing out the definition, using Lemma 9.5 we see that

X({P2: paa}) = HO pepaz) — > paH(pag).

Moreover, by Lemma 10.7 we have

0< X({pxa pA,x}) < min(H(p), H(pA))' (106)

The upper bound, which is based on the result of Exercise 9.5, relies on strong subadditivity
again!

Now we think of the following set-up: Alice has a classical source X and chooses to encode
this using an ensemble of quantum states (i.e. if she has classical = she encodes this into p4 ).
She then sends over the state to Bob, who will do a measurement and store the outcomes in a
classical register Y. The question is how much Bob can learn about X. An upper bound is given
by the Holevo bound.

Theorem 10.11 (Holevo bound). The mutual information between X and Y is upper bounded by

I(X:Y) < xX({Pe, pae})-

Proof. The final state is obtained by taking the classical-quantum state px 4 and applying a
measurement channel ® 4,y to the A-system, so the classical state between X and Y is given by

oxy = (IX X @Aﬁy)(pXA). We have
I(X:Y), <I(X:A), =x({pe,paz})

The result follows directly from the data processing inequality in Theorem 10.8. O
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This shows that if we try to encode into a n-qubit system A, the Holevo quantity is upper
bounded by H(A) < log(|A|) = n, and we can not achieve more than n bits of mutual information
between Alice and Bob by sending over one qubit. In other words, this proves that the use of
shared entanglement in superdense coding is necessary!

Why does I(X : Y) < n mean that we can not communicate more than n bits? Note first
that if there exists a (classical) channel from Y to X’ which is such that it exactly recovers
the original message and we start with a unform distribution on X, this means that we get
the distribution py x/(x,2") which is zero if x # 2’ and is uniform over pairs (z,z). This is a
maximally correlated state and in analogy with Example 10.6 it has mutual information equal to
log(|X|). This means that according to the Holevo bound the number of bits we can send with
zero error is log(|X|) < n.

If we do allow some error, then we can lower bound the probability of error by Fano’s
mequality.

Lemma 10.12 (Fano’s inequality). Let X, X’ be classical systems with a joint distribution
pxx/(z,x'). Let p. be the probability of error, where x # x’. Then

h(pe) + pelog(|X| — 1) > H(X|X').

In other words, if there still uncertainty left in X after learning Y, meaning that
H(X|X")>H(X|Y)>0

then you can only recover X from Y with a nonzero error probability.
In the special case where we take a uniform distribution on X we find

I(X : X') = H(X) - H(X|X') = (1 - pe) log(|X|) — h(pe)

using that H(X) = log(|X|). If we send over n qubits, I(X : X’) < n and we see that if
log(|X|) > n then the probability of correct decoding is bounded as

I(X:X')+1

— DPe S
log (| XT)

In fact, Shannon’s noisy coding theorem states that if we have a classical channel ) from X
to Y, and we want to use many copies of this channel to reliably send over information, then
we can do so at an optimal rate (which is the number of channel uses per bit of transferred
information) of

cQ) = pXHel%E(X) I(X:Y) (10.7)

where we compute (X :Y) with respect to the joint distribution obtained from

pxy(z,y) = q(zly)px ()

where ¢(z|y) is the transition function of the channel @) (see Definition 4.1). The quantity C'(Q)
is known as the capacity of the channel Q. From Eq. (10.7) and the Holevo bound we see that
the classical capacity of the channel which results from encoding into n quantum bits, sending
them over and performing measurements is at most C(Q) < n. A natural next question is how
much quantum information we can send over if we have an arbitrary quantum channel ®4_,p.
The Holevo bound is the starting point for such investigations, but the answer is not as simple
as in the classical case in Eq. (10.7).
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10.4 Lower bounds for learning pure quantum states

Consider the following scenario: Alice receives n copies of an unknown quantum state p4. She will
do a measurement, process the measurement outcomes and come up with a classical description
of an estimate p4. She desires to approximate p with accuracy €, so

T(pa,pa) <e

with sufficiently high probability, regardless of which state pa she received. We allow her to do
measurements on all n copies at the same time, so she may measure the state pﬁ". She would like
to succeed with probability at least 1 — § for some small §. This task is also known as quantum
state tomography. We will discuss the special case where we assume that the unknown state is
pure. A fundamental question is: how many copies of the state does Alice need to perform this
task to the desired accuracy? We will ignore how complicated these measurements are (i.e. what
kind of computations a (quantum) computer would have to perform in order to learn the state)
and focus purely on the required number of copies. The required number of copies for such a
learning task is called the sample complezity.

The value of the optimal sample complexity will depend on the accuracy e, the dimension of
the Hilbert space |A| and the probability of success 1 — §. We will use Holevo’s bound to give a
lower bound (so a minimal number of copies required). Through different arguments one can
show that this lower bound is close to optimal (so there is a nearly matching upper bound).

The high-level idea of the bound is simple: we will relate the ability to learn states with n
copies to the ability to communicate classical information by sending n copies of the system A.
We reduce the learning scenario to a communication scenario: given a learning procedure, we
construct a communication protocol, which we then know to be bounded by the Holevo bound.
Suppose that one can distinguish states on A to precision e using n copies. We will then find a
large set of states pa . € S(A) such that for all  # 2’ the distance between pa, and pa . is at
least 2. We then set up a communication protocol where Alice sends a classical message x from
the classical system X using n quantum states by sending the state pf’;. Bob will decode by
trying to learn the state, and take as decoded message the 2’ such that pA,z is closest to his
estimate. By assumption, the decoding will succeed with probability at least ¢ (since there are
no states pa, with y # = within distance € of p4 ).

What we will do is argue that there exists such a collection of pure states such that log(]X])
is of the order |A| which has Holevo x-quantity of the order ne?. Holevo’s bound then implies
that we must have that ne? larger than |A|. If A consists of m qubits so |A| = 2™, this bound
tells us that the number of copies of the state required is exponential in the number of qubits.

Since we prove bounds where we are concerned with the scaling of the relevant quantities and
not so much precise values (which are too hard to determine) we use big-O notation to suppress
constant factors in the bounds. The notation we use is the following: if f, g are real-valued
functions on N or R, then

means that there exists some constant C' > 0 and a value zg such that for all x > zg

|f(z)] < Cg(z).

For lower bounds we write



if there exists a constant C' > 0 and a value xg such that for all x > xzg

|f(z)] = Cg(z).

To make this approach work, we need to find a large set of states which are all at least
distance € away from each other and give an ensemble with small Holevo x-quantity. This part
is a bit technical; you can ignore the proof at this point. The main idea we want to illustrate is
to use this set of states and apply the Holevo bound, relating the state learning problem to a
communication scenario. We will use the fact that there exists a large set of states which do not
have large overlap.

Lemma 10.13. Given a quantum system A there exists a set of states [1,) € Ha for x =
0,...,|X|—1 such that

for all x # 2’

DN | =

[(Valter)| <
and
log(|X1]) = Q(|A]).
Perhaps we will prove this fact later in the course. For now, we use it to prove the following.

Lemma 10.14. There exists a collection of pure states pa, € S(A) such that

T(pag,paq) > forallz# o

where log(|X|) = Q(|A]). This set is such that when taking the uniform ensemble, the Holevo
X-quantity is upper bounded as

x{I1X17" pasl}) = (9(62 log ‘A|>

g

Proof. Choose a basis |a), a =0,...,|A| — 1 for H4. Apply Lemma 10.13 to the subspace H 4/
spanned by |a) for a > 0, giving a collection of | X| = 2CUAI=1) states |1/,). Let pa . be given by
the pure state

[62) = V1= 222(0) + V2elih).
Then for x # 2/
[{Paldar)| = [1 = 26% + 26*(gal )| < 1~ €2
since |{¢z|¢,)| < 3. We then bound the trace distance as

T(paw, pae) = V1= [{dz|da)]?
>1-(1-e2)2=22—-¢ct >

Next, we need to bound the Holevo y-quantity of the ensemble which consists of a uniform
mixture of the states pa .. Since all the states of the ensemble are pure, H(pa,) =0 and

N{IXI ™ pan) = Hpa) pa = ,j(, S pan
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The entropy increases under unital channels (channels ® 4 which are such that ®4(14) = 14), as
we will see below in Theorem 10.19. We apply this to the channel ® 4 defined by

|A]-1
®4(Ma) = (0[M4|0)[0)(0] + > {a|Mala)ra

a=1
where 74/ is the maximally mixed state on A’

|A]-1

T oy 2 ol
This channel is easily seen to be unital, and when applied to pa we get
o4 =®a(pa) = (1 —2e%) + 2274
It has entropy

22
}ﬂ@Q:—ﬂ—2§ﬂ%ﬂ—Q¥)—%ﬁ%<E;):h@§y+%ﬂ%qmy

In conclusion,

XUIXT paeh) < H(oa) = h(26%) + 262 log(|A]) = O<52 log w)

O]

Theorem 10.15 (Lower bound sample complexity of learning pure states). Suppose that p is a

measurement on n copies of a system A, which is such that it outputs an estimate pa on input

pf” which is such that for all states pa

Pr(T(pa,pa) >¢€) <9

n—Q(gb;&V@>

Proof. Use Lemma 10.14 (with precision 2¢) to choose a collection of states pa , such that

for some e,8 > 0. Then

T(pag,pay) >2e forallz#a'

where log(|X|) = Q(]A]) and where

WX pach) = 010 ).
We can now send a classical message in X using n qubits in the following way: Alice encodes a
message * by encoding the message as the quantum state p4 , and sends pfz. Bob may now
decode by using the measurement y. The measurement p gives an estimate p4. Bob decodes the
message as the 2’ for which p4 . is closest to his estimate. Suppose Bob obtains an e-accurate
estimate of pa,; all pa, for y # x are at least distance 2e away from py4 , which implies that
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Bob finds x = 2/ and the message gets transmitted correctly. By assumption, the probability
that Bob gets an e-accurate estimate (and hence a correctly decoded message) is at least 1 — 4.

Next, we bound the Holevo y-quantity. By subadditivity, with respect to the state pan =
X7y, pf,’; we have

XX o3 ) = H(A™) < nH(A) = nx({IX|™}, pag))-
Combining with Fano’s inequality gives
nx({1X]71 pae}) = h(8) + (1 — 6)log(|X| - 1).

If we fix any constant §, and we use that

log(IX)) = Q(4)  and x({rX\RpA,x}):@(e%og'A‘)

£
n:Q(gﬂog'(A,’M/g))

The logarithmic factor log(|A|/e) is small compared to |A|/e, and can perhaps be removed
with a sharper proof.

we obtain

O]

10.5 The relative entropy

We end this lecture with a final entropic quantity, the relative entropy. It is not required for the
remainder of the course, but for the sake of completeness we include a discussion (as it does play
a major role in further developments of the theory of quantum information). We will see that it
offers another reincarnation of strong subadditivity, this time as a monotonicity property.

The relative entropy differs from the quantities we have seen before in that it depends on
two states (or probability distributions) rather than a single one. In the classical case, it is also
known as the Kullback-Leibler divergence.

Definition 10.16. Suppose p, ¢ are probability distributions on the same set of outcomes. Then
the relative entropy of p and ¢ is defined as

D(pllg) :=>_ p(z)log (Sg;)

if supp(p) C supp(q) and otherwise D(p||q) = cc.

Clearly, if p = ¢ we have D(p||g) = 0. One can also show that in general
D(pllq) = 0

with equality if and only if p = ¢ as you may show in Exercise 10.8. The relative entropy can be
thought of as a measure of how different p and ¢ are. It is not a distance metric however (this
is why it is called a divergence rather than a distance), as it is not symmetric in p and ¢, i.e.
D(pl|q) need not be the same as D(q||p).
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We next define the relative entropy for quantum states. Note that

D(pllg) = Zp ) (log(p(x)) — log(g())) .

We define the relative entropy for positive operators, as it is sometimes useful to apply it to
operators which do not have normalized trace.

Definition 10.17. For p,o € PSD(H), the relative entropy is defined as

D(pllo) = tr[p(log(p) — log(c))]

if im(p) C im(o) and otherwise D(p||o) = oc.

Similar to the classical case, the reason for the case distinction is that if im(p) C im(o), then
plog(o) is a well-defined operator, and otherwise plog(o) is infinite. It is easy to see that the
relative entropy is invariant under isometries: if V' € Isom(#, K)

D(VpV'|[VaVT) = D(pllo).

The relative entropy is a ‘parent quantity’ for other entropic quantities, in the sense that one
can deduce the entropic quantities from last lecture as special cases of the relative entropy. For
instance, it follows directly from the definition that for p € S(H)

H(p) = =D(p|1) = log(d) — D(pl|7) (10.8)

where d = dim(#) and 7 = & is the maximally mixed state. If pap € S(AB) we may recover the
conditional entropy and mutual information as

H(A|B), = —D(paBl|1a ® pB)

(10.9)
I(A: B), = D(pagllpa ® pp).
In fact, what is also true is that
H(A|B), = —min D(pap|[la @ o)
o (10.10)

I(A:B), = min D(paploa®op)

where one minimizes over states o4 € S(A) and op € S(B).
The most important fact about the relative entropy is that it is monotonic under quantum
channels.

Theorem 10.18 (Monotonicity of relative entropy). If ®4,5 € C(A, B), and pa,o4 € S(A),
then

D(palloa) =2 D(®a-5(pa)l|Pasp(oa))-

This fact can be derived from strong subadditivity, as we will see below. On the other
hand, it is also easy to see that it implies strong subadditivity, since it directly implies the data
processing inequalities for the conditional entropy and mutual information of Theorem 10.4 and
Theorem 10.8. The intuition behind the statement is that (as in data processing) applying a
quantum channel to both p4 and o4 should never make it easier to distinguish the states, so they
become ‘closer’ to each other and have smaller relative entropy. Before proving Theorem 10.18,
let us see a few direct consequences.
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Theorem 10.19. (a) D(p|jo) > 0 for p,o € S(H) with equality if and only if p = o.
(b) If ®4_,p € C(A, B) is a unital channel, meaning that ®s_,p(14) = 1p,

H(®a-p5(pa)) > H(pa)

for all pa € S(A).

Proof. (a) By applying Theorem 10.18 using the channel which takes the trace over the whole
Hilbert space we see that D(p|lo) > 0. Now suppose that D(p|lc) = 0. Consider an
arbitrary measurement, and let p and ¢ denote the outcome probability distributions when
measuring respectively p and . Then by applying Theorem 10.18 with the measurement
channel we see that D(pl||q) = 0, but we already saw that implied p = ¢. If two states have
the same outcome probabilities for any measurement they must be the same, so p = o.

(b) This follows directly from Eq. (10.8).
O

In order to prove Theorem 10.18, we will prove a relation between the relative entropy and
the conditional entropy.

Lemma 10.20. For any p,o € S(AB) we have

dt t:oH(tp + (1 = t)o) = tr[(o — p)log(a)].

Proof. Suppose that ¢t — M(t) is a differentiable function from the real numbers to Hermitian
matrices with derivative M’(t). The chain rule implies that for a real-valued differentiable
function f with derivative f’

S (M )] = el (M) M ()],

So, using the derivative of f(x) = —xlog(z) which has derivative —log(z) — 1 and M(t) =
tp + (1 — t)o which has derivative p — o we find

St + (1 -10) = L ulrun)

= —tr[(p — o) log(tp + (1 — t)o)] + tr[p — o]
T

and hence

3l Hto+ (1 =)o) = trf(0 = p) log(o)].
O

We will prove Theorem 10.18 by appealing to the following fact which is, once again, an
incarnation of strong subadditivity.

Theorem 10.21. The function pap — H(A|B), is a concave function on S(AB).
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Proof. Let px be a probability distribution, and let pap . be a collection of states, and let

PXAB = ZPX($)|CU><$| ® pAB,z-
x

Note that pap = >, px(x)paB.. Then, by data processing
H(AIXB), < H(A|B),
which may be rewritten using Lemma 9.5 as

ZPX (x)H(A|B)PAB,z < H(A|B)PAB

which means that the conditional entropy is concave. O

Proof of Theorem 10.18. By the invariance of relative entropy under isometries, by applying a
Stinespring extension it suffices to show monotonicity for the partical trace. That is, we need to
show that for pap,oap € S(AB)

D(paglloas) > D(palloa).

From Lemma 10.20 and simply writing out all terms one sees that

d
D(paglloaB) — D(palloa) =

o B a-tys = H(BIA) + H(B|A)o.  (10.11)

By Theorem 10.21
H(B|A)ps(1-t)0 = tH(B|A), + (1 —t)H(B|A),
and hence

d
dt t:oH(B|A)tp+(1ft)a > H(B|A), — H(B|A)o

so from Eq. (10.11) we conclude that

D(paBlloas) — D(palloa) > 0.

Outlook

The discussion of lower bounds for learning quantum states is based on [19]. We have given
the bound for pure states. More generally, if one does not restrict to pure states but states of
rank r then the argument can be adapted to give a sample complexity lower bound scaling with
r|A]/e? (ignoring logarithmic factors). In particular, without any rank constraint this gives a
lower bound for the sample complexity of |A|?/e2. In the same work the authors derive (almost)
matching upper bounds by proposing a specific measurement.
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Rényi entropies

The Shannon and von Neumann entropy are part of a bigger family of entropic quantities, the so
called Rényi entropies.

Definition 10.22. For a € [0,1) U (1, 00) the a-th Rényi entropy is given by

()

Hu(p) :==

Moreover,
Hi(p) = H(p) and  Heo(p) = —log(maxp(z))

If pe S(H), and a € (0,1) U (1, 00) we define

Ho(p) = log(tr[p™])

1l -«

and we define Hi(p) = H(p) and Hoo(p) = — log(||p|loc)-

Note that this is consistent with Hy(p) = log(|supp(p)|) and Hy(p) = log(rank(p)). We saw
that for the task of compression, the asymptotic rate was computed by the Shannon or von
Neumann entropy, whereas the one-shot optimal result was given by a (smoothed) Rényi entropy
(note that indeed aw = 0). There are also information processing tasks where the asymptotic rate
is for instance a conditional entropy, and in that case the one-shot task should be characterized
by a Rényi conditional entropy. One could (naively) define the a-th conditional Rényi entropy as
H,(A|B) = Hy(AB) — H,(B). It turns out however, that (even in the classical setting) this is
not the right definition! Moreover, the ‘correct’ definition is not unique and depends on the task
at hand!

A good way to define Rényi conditional entropies is by using the relative entropy as in
Eq. (10.9). Of course, this just reduces the task to defining an appropriate Rényi version of the
relative entropy. The classical Rényi relative entropy (or Rényi divergence) is defined as

Da(plla) = ~ i - log (Z p(fﬂ)‘“Q(f)l_“)

The nonuniqueness of generalizing to the quantum setting is that p and ¢ do not commute. Two
possible generalizations (which are equivalent for commuting states) are the so-called hypothesis
testing Rényi divergence

1 —«
DY (pllo) = —— log(tr[p"0' ~)

and the sandwiched Rényi divergence

1 la 1-a.,
DY (pllo) = —— log (taf(o 5 por )] ).

(s)

Given a choice of Rényi divergence D, (for instance D, = D, ’) a reasonable definition of a
conditional Rényi entropy is then

ﬁa(A‘B)p = Da(PABH]lA & pB).
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However, based on Eq. (10.10) one often defines

Ha(A‘B)p: —GBHG%I(]B)DQ(/)ABHILA@O'B). (10.12)

We will not go into further detail on the properties of the zoo of one-shot quantities that can
be obtained in this way and their interpretations. The only take-away messages of the above
discussion is that there is a systematic approach to constructing various versions of the Rényi
conditional entropy, and that which definition one should use may depend on the specific task.
In other words, while asymptotically many information processing tasks are characterized by the
same entropic quantities, in the one-shot regime one may have to consider different quantities
even though the asymptotic answers are equal.

10.6 Exercises

10.1 Computing mutual information and conditional entropies: Let’s practice computing
some entropic quantities!

(a) Let |[tpap) be the two-qubit state %(H—) — |—+)) shared between Alice and Bob.
Compute H(A|B) and I(A : B).

(b) Alice and Bob measure in the basis |+),|—). What are the conditional entropy and
mutual information of the probability distributions of their measurement outcomes?

(c) Now consider the 3-party GHZ state Tapc = |GHZ)(GHZ|apc, where

1
V2
Compute H(ABC),, H(A|B),, and H(A|BC);.

|GHZ) = —(|000) + [111)) .

10.2 Data processing conditional entropy: Consider the two-qubit maximally entangled state
oap = PN (P] 5]
AB AB/\* AB

(a) Consider the depolarizing channel D, : Lin(A) — Lin(A), given by
My — (1 —p)My —i—ptr[MA]ﬂ?A.
Compute H(B|A) for the quantum state pap = (Dp ® Zp)(cap) for p = 0.25.
(b) Consider the dephasing channel P, : Lin(A) — Lin(A), given by

Mar (1=p)Ma+p > (alMala)|a)(al.
a€{0,1}

Compute H(B|A) for the quantum state pap = (P, ® Ip)(cap) for p = 0.25.

(c) Consider the erasure channel &, : Lin(A) — Lin(A’), where H'y = Ha ®span{|L)}, given
by
My — (1 — p)MA —l—ptr[MA”L><L|.

Compute H(B|A') for the quantum state parp = (£, ® Ip)(oap) for p = 0.25.
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10.3

10.4

10.5

10.6

10.7

(d) Conclude that the data processing inequality strictly holds for the conditional entropy in
all three above cases.

Information in product states: Show that if pap € S(AB) and ocp € S(CD), for the
product state pap ® ocp the conditional entropy and mutual information are additive:

H(AC|BD) sy = H(A|B), + H(C|D),
and

I(AC : BD)pge = 1(A: B),+ I(C : D).

Negative conditional entropy: Negative conditional entropy is associated with entangle-
ment, as you will confirm in this exercise.

(a) Show that a pure state pap € S(AB) has H(A|B), < 0 if and only if it is entangled.
(b) Let pap € S(AB) be a separable state. Argue that there exists a classical-quantum state
oax such that pap is obtained by applying a quantum channel ®x_,5 to oax:

paB = (Za®@ ®x_p)(oax).

(c) Use this to show that if pap € S(AB) has negative conditional entropy H(A|B), < 0,
the state pap must be entangled.

(d) Not all entangled states have negative conditional entropy. Give an example of a state
pap that is entangled but has positive conditional entropy H(A|B), > 0. Hint: use
Ezxercise 10.35.

Quantum relative entropy: Define the single-qubit states p, o, 7 by
2 1 1

= —[0){0] + =|1)(1 =10){0 =_1.
p= 310001+ SI1)(1], =100, =3

Compute D(p||7), D(o||7), D(p|lo), and D(o||p). Deduce that the relative entropy is not
symmetric, and does not satisfy the triangle inequality.

Concavity of conditional entropy: In Theorem 10.21 we have shown that the conditional
entropy is concave. In this exercise you will derive an upper bound to how concave the
conditional entropy can be. Let px be a probability distribution, and let pap . be a collection
of states, and let

PXAB = pr(m)\iﬁ) ([ @ pap.a-
T

Show that

H(A|B), < ZPX(:U)H(A|B)pAB,x + H(px)-

Hint: use Ezercise 9.5.
Properties of relative entropy:
(a) Show that if pa,04 € S(A) and pp,op € S(B) we have

D(pa ® pplloa ® o) = D(palloa) + D(pgllos)-
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10.8

10.9

10.10

10.11

10.12

(b) Verify Eq. (10.8) and Eq. (10.9).
(c) Suppose that px4 and ox 4 are classical-quantum states, so

PXA_ZPX )|z) (x| © pae UXA—ZPX o) @l @ oag

for a probability distribution px and collections of states pa, 044 € S(A). Show that

D(pxalloxa) =Y _px(x)D(paqlloas).

(d) Show that the the relative entropy is jointly convez, meaning that for p1, p2, 01,02 € S(H)
and p € [0, 1] we have

D(pp1 + (1 = p)pzllpor + (1 = p)oz) < pD(p1llor) + (1 = p)D(p2]|o2).
Hint: use monotonicity of the relative entropy.

Positivity of classical relative entropy: Show that for two probability distributions p
and ¢ on the same set of outcomes

D(pllq) =0
with equality if and only if p = q.

Measurements increase entropy: Show that if p is the distribution of outcomes upon
measuring p using a basis measurement, then H(p) > H(p).

Strong subadditivity from monotonicity: You have seen in lectures that the monotonicity
of the relative entropy follows from strong subadditivity; here we consider the other direction.

Starting from the expression for the conditional entropy of a tripartite system,

H(A|BC), = —D(papcll1a® pBc) ,

use the monotonicity of D under quantum channels to derive strong subadditivity:

H(ABC),+ H(B), < H(AB), + H(BC),

Different versions of strong subadditivity: In this lecture, we deduced data processing
inequalities from strong subadditivity of the von Neumann entropy. Show that conversely,
the data processing inequality for the mutual information implies strong subadditivity.

Rényi entropies: You will prove some important properties of Rényi entropies in this
exercise. Let p € S(H).

(a) Show that

lim Ho(p) = H(p).

a—1

(b) Show that

lim Hy(p) = —log(||pllec) = Heo(p)-

a—0o0
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(c) Show that for 0 < o <  and p € S(H) we have Hy(p) > Hg(p). In particular, this
shows

—10g([Iplloc) < Halp) < log(rank(p)).

10.13 Continuity of conditional entropy: The aim of this exercise is to prove Theorem 10.9.
Let pap,oap € S(AB) be states with trace distance € = T'(pap, 04B).

(a) Prove that there exist states wap, /45,05 such that
(1+€)wap = paB + €plap = 0aB + €dyp -

(b) Prove that

€ 1 €
H(AB), < — ——H(A|B ——H(A|B), .
B < 1( 15, )+ 1y HAB), + 5 HAB),

Hint: use Ezercise 10.6.
(¢) Use the concavity of the conditional entropy to show that

1 €
H(A|B),> —H(A|B); + ——H(A|B), .
(AIB). = T H(AIB), + - H(AIB)

(d) Conclude that

€

> + 2elog|A| .

10.14 The Pinsker inequality:

(a) Let X and Y be Bernoulli random variables with probabilities p and ¢ respectively, where
p,q € [0,1]. Show that

f(p,q) = DX|Y) — %T(X,Y)Q = plogg + (1 —p)log .

p 2
—-2(p—4q)°,
- q
where T'(X,Y) = " |px(x) — py(x)| is the statistical distance between X and Y.
(b) Keeping p constant, show that f is a convex function of ¢ which is minimised when p = q.
Hence prove the classical Pinsker inequality:

D(X||Y) > =T(X,Y)?.

DO |

(c) Now let p,0 € S(A) be quantum states, and let {1, 1o} be a POVM which optimally
distinguishes between p and o. Now let p = tr[u,p] and ¢ = tr{u,o], with X and Y
defined as before. Show that

T(p,o)=T(X,Y) .

(d) Use the monotonicity of the relative entropy under the measurement channel (5.5) to
deduce the quantum Pinsker inequality

D(pllo) = 5T(p.0)* .

DN | =

10.15 Correlations in bipartite systems:
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(a) Let pap € S(AB) be a bipartite state. Use Exercise 10.14 to show that

I(A:B), > =T(pap,pa®ps)* .

| =

Deduce that H(AB), = H(A), + H(B), if and only if p4p is a product state.

(b) Let {pa0,p4,1}, {Bo, 18,1} be two-outcome POVMs on the A and B systems respec-
tively, whose measurement outcomes give rise to random variables X and Y in {0, 1}.
Show that

[(A:B), >

> 5cov(X,Y)2 ,

where Cov is the covariance defined by

Cov(X,Y) = E(XY) - E(X)E(Y) .
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Lecture 11

Symmetry and randomness

In information theory it is often the case that random constructions (chosen according to an
appropriate distribution) perform well. For instance, if one wants to send information over a
noisy classical channel, a random code performs well with high probability.

There is a close relation between randomness and symmetry, which essentially comes to down
to the following: a uniformly random state is invariant under unitary transformations. In this
lecture we will introduce two symmetries acting on quantum states. We relate this to notions of
uniform randomness. As an application, we show how to perform optimal learning of an unknown
pure quantum state.

11.1 Two symmetries

The mathematical framework for studying symmetries is group theory. We will not be too formal
about group theory: a group is a set with a multiplication rule and which contains inverses. We
need two main examples.

Example 11.1. Given # = C? we have the group of unitary matrices U(d). It is a group, since
the product of unitary matrices is again unitary, and the inverse of a unitary matrix is also
unitary.

Example 11.2. A permutation is a bijective (one-to-one) map
m:{l,...,n} = {1,...,n}.

The collection of all permutations of {1,...,n} forms a group, known as the symmetric group
Sn- The multiplication operation here is composition of maps, so o7 is the map which sends
i— o(m(i)).

Quantum states live on Hilbert spaces; informally speaking a symmetry is a group that acts
on a Hilbert space. The two groups above have natural actions on Hilbert spaces.

Clearly, the group U(A) acts on H 4. If we take n copies of this quantum system, then we
get a system A™ with Hilbert space ’Hfflm. We have an action of the unitary group U(A) on this
Hilbert space by

U— U
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which just applies the same unitary to each copy of A. There is also a natural action of the
symmetric group, which simply permutes the copies of H 4 according to the permutation. For
each m € S, we define R, € Lin(A™) by

Rz|é1) .. |én) = [Dx-11)) - - - |Pr—1(n))-

The inverse is needed to make sure that this plays nice with composition of permutations:

RJRW’¢1> ce |¢n> = RO"(rbﬂ'_l(l)) s |¢7r—1(n)>
= ‘qbﬂ—l(a—l(l))) tee |¢7r_1(o'—1(n))>
= |om-1(1)) - - - [P(om)-1(n)) = Bon-

These two actions (of U(A) and S;,) on A" are in a way ‘complementary’. First, we note
that for any U € U(A) and 7 € S, the two actions commute: [U®", R;] = 0. In other words,
first applying the same unitary to each copy and then permuting has the same effect as first
permuting the copies and then applying the same unitary to each copy. There is a powerful fact

that is a converse to this observation: if an operator commutes with all unitaries of the form
U®™, then it must be a linear combination of permutations:

Theorem 11.3. An operator M € Lin(A™) is such that
[U®™, M] =0 for allU € U(A)
if and only if

M = Z ar R, a, € C.
TESR

We will not prove Theorem 11.3. One way in which it can be used is the following: suppose
that we are given M which is such that M commutes with U®" for all unitaries U. Then we
know it must be a linear combination of operators R,. The set of operators R, is closed under
adjoints (since R}Lr = R,-1). This means that using the Hilbert-Schmidt inner product, the
coeflicients «;; are completely determined by the numbers

Yo (M) = tr[REM].

However, the operators R, are mot orthonormal with respect to the Hilbert-Schmidt inner
product.

Here are the two simplest examples (corresponding n = 1,2), which you can verify in
Exercise 11.2. If M € Lin(#) is such that [M,U] =0 for all U € U(A), then

M tr[M]

1. (11.1)

|Al
For n = 2 there are two different permutations, the identity permutation and the swap permutation.
The corresponding operators R, acting on ’HE?Q are the identity and the swap operator F', which
acts as

Fl@)¢) = [4)|9)-
Now suppose that M € Lin(A?) is such that [M,U%?] = 0 for all U € U(A), then
M =al + BF (11.2)
where
1 1

o= m(\AHr[M] — tr[FM]) g = mﬂAHr[FM] — tr[M]).
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11.1.1 The symmetric subspace

One of the main reasons to consider the actions of U(A) and S,, described above is to analyze
situations where we have many copies of a single state. This is relevant to study asymptotics
(as in Lecture 8 when we studied the asymptotics of compression) or to analyze an information
processing scenario with a finite number of copies (such as when we investigated the sample
complexity of learning quantum states). Clearly, when we have a state [1))®™ this is invariant
when we apply any permutation R, for 7w € S,,. Similarly, if p € S(A), we have [R;, p®"] = 0.

It is useful to consider the subspace of all vectors |®) € ”H%n which are left invariant by R;
this subspace is known as the symmetric subspace:

Sym,, (A) := {|®) € HY" : R;|®) = |®) for all 7 € S, }.

It is clear that this defines a subspace. We let II,, denote the orthogonal projection onto
Sym,,(4) € HG".

Lemma 11.4. The dimension of the symmetric subspace is

Al—-1
dim Sym,,(A) = (n +14 >
n
The projection onto the symmetric subspace s
1
I, = — > R, (11.3)

" rES,

Proof. We start by proving Eq. (11.3). Let P be the right-hand side of Eq. (11.3). We note that
for any o € S,,, the map 7 +— om defines a bijection of S,,. This implies that

1 1
R,P = — Z RoRy = — Z R, =P
ﬂ’GSn :RUW ﬂ—/esn

and therefore

’ O'GSn

’ UESn

Similarly,

We conclude that P is a projection. Next, we observe that (by definition) if we have |®) €

Sym,,(A), we have P|®) = |®) (so the image of P contains Sym,,(A)). On the other hand, since

R,P = P for all o € S, the image of P is invariant under the action by 5,, so the image of P

is contained in Sym,, (A). We conclude that P is the projection operator onto Sym,, (A).
Choose a basis |a) for a =0,...,|A| — 1 for A. The set

I,|ai...an)
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spans Sym,, (A). Because we symmetrize, this only depends on the collection {a1,...,a,} but
not on its order. For that reason, we define for any i = (i, . . . ,i|A|_1) where ig + -+ +ija-1=n

]z):Hnlo.l..Ol...l..)

20 i1

These vectors are all nonzero and orthogonal, and they span Sym,,(A), so the dimension of
Sym,,(A) is given by counting how many such ¢ exist. It is a standard exercise in combinatorics
to verify that this is ("H:l"_l), which you can do in Exercise 11.3. 0

11.2 Random states and unitaries

In information theory it is often useful to pick a random quantum state or random unitary.
We would like to have a (continuous) probability distribution which corresponds to uniformly
random states or unitaries. For uniformly random quantum states it is clear how to obtain this:
choose [¢)) uniformly at random from the unit sphere in the Hilbert space H 4. This is invariant
under unitaries: we have any fixed unitary U € U(A), then selecting |¢) uniformly at random,
and applying U to it gives a state U|y) which itself has a uniform distribution. Similarly, we
would like uniformly random unitaries to be such that choosing U at random, and then applying
fixed unitaries V, W € U(A) to get a unitary VUW not change the distribution (VUW is again
distributed uniformly).

Such a probability distribution exists; it is known as the Haar measure. We will not define the
Haar measure very formally, but use the following theorem, which states that the Haar measure
is the unique measure satisfying invariance. This serves as a stand-in for a concrete definition.

Theorem 11.5 (Haar measure). For any Hilbert space H there exists a unique measure, which
we call the Haar measure, dU on U(H) such that for any continuous function f: U(H) — C and
any V,W € U(H)

/ FWUVYAU = / FU)AU
U(H)

U(H)

and which is normalized by

/ 1dU = 1.
U(H)

If f is some function on the unitary group we denote by Ey the expectation value with
respect to the Haar measure:

Eyf = /U(H) FU)AU.

We can use the Haar measure to define uniformly random quantum states, simply by fixing
some state |0) and applying a random unitary U to get a state |10) = U|0). This gives a measure
on pure states which is such that

fUP)dy = )f(i/})dw

S(A) S(A
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for any U € U(A), and

/ dy = 1.
5(4)

As an application of integrating over random states we give an alternative integral expression
for the projection onto the symmetric subspace.

Lemma 11.6. The integral over |1)(1|*™ is proportional to the projection onto Sym,,(A):

<"+d_ 1) / ) (| ®ndep =TI,
S(A)

n

Proof. Let

Qn = (”* - 1) /S PRI

n

By unitary invariance, for any U € U(A)

ony n—l—d—l) on
verg, = ("1 [, @
n+d—1
= U Uhendypu®n
(" )/S(A)< ) (wlUnay
_ n+d—1 ®n ®n _ ®n
= dypU®" = QU
< . )/S(A)rww\ WU = Q

Since [U®",Q,] = 0 for all U € U(A) Theorem 11.3 tells us that @, is a linear combination of
the operators R,

Qn = Z aﬂ’Rﬂ'

TI'GSn

We need to compute the coefficients ;. It is clear that R,Q, = Q,, for all # € S,,. This means
that

Y (Qn) = tr[Rern] = t1[Qn]
is constant (independent of 7). The same is true for II,: since R;II,, = II,, for all 7 € S,,
v (I1,,) = tr[RIIL,] = tr[IL,,].

Since these values uniquely determine the operator, it now suffices to check that tr[Q,] = tr[IL,].
The trace of @), is given by

n —_—

by the normalization of the integral. This equals the dimension of the symmetric subspace by
Lemma 11.4 and hence the trace of 1L,,. O
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11.3 Optimal learning of pure quantum states

Recall the task of learning a quantum state from Lecture 10: given n copies of a state |1)) € H,
we would like to perform a measurement and return an estimate |¢)) which is close to [¢)). We
will now describe a concrete measurement which performs this task. It will be a measurement
with a continuous set of outcomes, so in a short intermezzo we will review how to extend the
notions of measurements to have outcomes in a continuum of values. Recall that we defined a
measurement on A with outcomes in X to be a collection of positive operators p(z) € PSD(A)
such that > u(x) = 14. If X is a continuous set of outcomes with an integration measure we
define a measurement to be a collection p(z) € PSD(A) such that x — p(z) is integrable and

/X,u(:v)dsv = l4.

In the case with finite outcomes, the probability of getting outcome x when measuring a state
pa was given by p(x) = tr[u(x)pa]. In the continuous case, we get a probability distribution
where the probability density is given by p(z) = tr{u(z)pa]. This means that the probability
that x € 2 C X is given by

Pr(z € Q) = /Qtr[,u(x)pA]dx

and the expectation value of some function f of the outcome x is given by

Bf = [ f@)ulu@)palde.

The idea is that for the state learning problem we take measurement operators proportional
to |¢)(6]®™, so the outcomes range over all pure states. This makes sense, since we would like
the measurement to return an estimate of the state. If we let

M@=C+W+ﬁmww (11.4)

n

then by Lemma 11.6

[ oo,

is the projection II,, onto the symmetric subspace. This means that we may define a measurement
which is given by the operators u(¢) together with 1 — II,, (the projection onto the complement
of the symmetric subspace) which we assign outcome L.

Theorem 11.7. Using the measurement defined by Eq. (11.4) with outcome ¢ on a state )™,
the expected value of the squared overlap is

El(¢|l)|* > 1 — 4

n

Proof. First, observe that we never obtain outcome L, since |¢))®™ is in the symmetric subspace.
The probability distribution of obtaining outcome ¢ is given by

trfpn(@)) ([*"] = (¥1°" (@) 1))*"
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_(n+]Al -1
B n

)il

That means that

n+|Al -1 "
Bl = ("N [ et (115)
n S(A)
(11.6)
Now, by the normalization condition for n + 1 copies we have
n+ ‘A|>/ 2n+2 (”+ VH)/ ®(n+1) ®(n+1)
o) de = tr[|g) (o7 |) (@[ V]de
() L et ) L e i)
= tr[T 1 [) (| * Y] = 1.
Combining with Eq. (11.5) we get
+[AN T n+14] -1
E|(pl)? = ("
ooe = (") (T
(A =-DIn+ DA -1)! 41 B |A] —1
(n+ |A)In!(JA] — 1)! n+ |A| n+ |A|
> A
- n
O
Corollary 11.8. Let €,0 > 0. There exists a measurement . on n = O(%) copies of A such

that given |®™), the measurement returns with probability at least 1 —§ an estimate |@@> for which
the states pa = |V) (Y] and pa = [) (Y| are e-close:

T(pa,pa) <e.

Proof. We choose the measurement as in Lemma 11.6 and choose the estimate as [¢)) = |#), the
outcome of the measurement. By Theorem 11.7 we have

e (110 ) < AL

n

Fix ,0 > 0 and let n > %. By Markov’s inequality Lemma B.3 we have

Pr(1- WP > ?) < Al <

ne2

Since T'(pa,pa) =1/1 — ]<1ZJ|1/)>|2 this implies that with probability at least 1 — § the estimate is
close in trace distance: T'(p4, p4). O

By Theorem 10.15 the number of copies required scales in the optimal way with |A| and ¢
(ignoring log-factors in the sample complexity).
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11.4 Random unitaries and decoupling

The most basic information about a random variable X is its expectation value (or mean) EX.
To get an idea of how ‘spread out’ the values of X around the mean are one may compute the
variance

Var(X) = E(X — EX)? = EX? — (EX)2.

More generally, we can extract all information' about the random variable from the moments
EX™ for n € N. A quantum analog is the following: given M4 € S(A) we can apply a random
unitary to obtain

My(U) = UMAUT
and the analog of its moments are the operators
EyMa(U)®" = / (UMAUN®"AU € Lin(A™).
U(A)
We may easily check that these operators commute with the action of U(A): for any V € U(A)

V®nEUMA(U)®n = / (VUMAUT)®ndU
U(4)
N / (VUMA(VU)HE"AUVE™ = Ey Ma(U)"VE"
U(A)

by the invariance property of the Haar measure. By Theorem 11.3 this implies that

EUMA(U)®n = Z ar Ry
TESK

for some «,; € C. Since U®™ commutes with R, and by cyclicity of the trace
tr[RIEy Ma(U)®"] = tr[REMS™).
This means that from Eq. (11.1) we get

tr[M 4]
|A]

EyMa(U) = 1a. (11.7)
We can interpret Eq. (11.7) as saying that the quantum channel in which one applies a uniformly
random unitary U to a quantum system is the completely depolarizing channel.

Eq. (11.2) can be used in the same way to compute the second moment. Here we may use
that tr[M$?] = tr[M4]? and that for the swap operator F' we have (Exercise 11.1)

tr[FM$?) = tr[M3]. (11.8)
This leads to
EyMa(U)®? = al + BF (11.9)
where
1 2 2 1 2 2
o= —(|A[tr[Ma]° — tr[M3]) B=——(A|tr[M]] —tr[M4]*). (11.10)
a1 [M3] ap A M

We won’t need any higher moments, but the same logic applies.

!This is true as long as X satisfies mild conditions, which are always satisfied if X takes bounded values.
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11.4.1 The decoupling inequality

We will use the above computations to show that random unitaries have a ‘decoupling’ property.
Consider quantum systems A = A1A; and R. What we will show is that if As is sufficiently
large, then if we start with a state par and apply a random unitary on A, the resulting state
oar = (Ua ® ]lR)pAR(UJL1 ®1R) will be such that upon discarding the subsystem As, the state
oA, R Is approximately a product state between A; and R. Moreover, the reduced state o4, is
close to maximally mixed. The proof of Theorem 11.10 is a bit longer than most other results
in these notes (although all the steps are essentially straightforward). We will be rewarded for
this hard work next lecture, where we will see that it can be used to perform many quantum
information protocols.

We need the following estimate for the trace norm, the proof of which will be Exercise 11.6.

Lemma 11.9. Let M € Lin(H), then

[M]ly < v/rank(M)||M|[2.

Theorem 11.10. Let A = A1As and let par € PSD(AR). Then

2 |A|R
tras (U © Le)pan(U} @ 1)) - 7a, © g, < AL 6l

Ey,
la, . ‘ ‘
where T4, = \TAll| s the mazimally mized state.

Proof. By Lemma 11.9

x4, [(UA ® 1)par(Ul lR)} —TA ® PRH? (11.11)
< |A1||R] ||t a, [(UA @ 1r)par(U} ® JlR)} —7a, ® prls. |
If we let
X =tra, [(UA ® 1p)par(U} ® ﬂR)}
then
EyX = tra, [EU(UA © Lr)par(U} @ ILR)}

1
= tra, |:‘A|1A ® PR] =174, ®PR

using that by Eq. (11.7) applying a random unitary corresponds to a completely depolarizing
channel. That means that we may estimate from Eq. (11.11) as

2
Eo|tras [(Ua @ 1R)par(U} @ 10)] = 7, @ pr|| < A1 RIEw tr[(X — By X)?]
We expand the variance as

Ev tr[(X — EyX)?] = tr[Ey X?] — tr[(Ey X)?]
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The second term is given by
6 [(EuX)?] = te[r3 ] tr[ph] = |A1| tr[2] (11.12)
1

Let us now focus on the first term E tr [X 2]. We rewrite it using Eq. (11.8) and cyclicity of the
trace as

Ey tr[X®2Fa, 4,rr) = Ey tr [(UA ® 1r)22p8% (Ul @ 1) (Fay 4, ® 1aya, @ FRR)]
= Eu tr[ o3 (U)) %2 (Faya, © 14,4,)U52) © Fra
Now we may use Eq. (11.9) to compute

Ey (UL)®2(FA1A1 ® 1A2A2)U§2 =allga+ BFaa

where

1
[A[? = [A]
AP -4

a (Al tr[Fa, 4, @ Laga,] — tr[(Fa,a, ® Ta,a,)Faal)
|Al|A1]|A2|® — |A1*|A2))

using that (Fa, 4, ® 1a,4,)Faa = 14,4, ® Fa,4,. This simplifies, using |A| = |A1]|A2], to

_JAlAs] ~ 4] _ 1
[AR—T = T4l

By a similar computation,

_ A A = [A] 1

PETAR T S

All in all this gives
atr[p3h(1aa ® Frr)] + Btr[p47(Faa ® Frr)| = atr[pg] + Btr[phg]
< |A11| tr[pk] + 22| tr[piR]
Note that the first term matches Eq. (11.12). When the dust settles, we conclude that
EUH’GYA2 [(UA ® 1r)par(Ul © HR)] — T4, ® ,ORHj

1 1 1 AR
< |Ai]|R] <|1% tr[pf] + @tf[ﬁm] - ‘Alltf[ﬁﬁqo - ,jl‘ ‘tr[/ﬁm]-

Outlook

The proof of Theorem 11.3 is based on representation theory, which is the mathematical study
of symmetries. The representation theory of the unitary group and the symmetric group S, is
a very useful tool in quantum information theory. Theorem 11.3 is the basis for Schur- Weyl
duality which relates the representation theory of the symmetric group .S, and the unitary group

U(d) := U(CH).
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11.5 Exercises

11.1

11.2

11.3

11.4

11.5

The swap operator: If F' is the swap operator on H, show that

tr[M®2F] = tr[M?].

Unitarily invariant operators: Let F € Lin(A?) be the swap operator.

(a) Show that tr[F] = |A].
(b) Verify Eq. (11.1) and Eq. (11.2) using Exercise 11.1. Derive the values of a and 3 in
Eq. (11.10).

Dimension symmetric subspace. Verify the claim in Lemma 11.4 about the dimension of
the symmetric subspace.

Inner products between random vectors: Let |¢)) and |¢) be randomly chosen vectors
H = C%. More precisely, we mean that

) = U1l0) ,  [¢) = U2[0) ,

where |0) € H is fixed, and U, Uz are both uniformly distributed according to the Haar
measure. Their inner product defines a random variable

X =[(glg)
(a) Show that the expected value of X is given by
1

EX =-.
d

Hint: You should start by using the invariance of the Haar measure to argue that, without
loss of generality, you can take Us = 1.
(b) Show that the variance of X is given by

1

a2’

Typical states are highly entangled: In this exercise you will show that if one has a
bipartite system AB with Hilbert spaces of sufficiently large dimension, a random pure state
will be close to maximally entangled with high probability. We can pick a random pure state
by choosing [¢) for a uniformly random % on the unit sphere of H4 ® Hp.

Var X =

(a) Argue that this is equivalent to picking some initial fixed state |045) and applying a
random unitary Uap € U(AB), so |Yap) = Uapl0aB).
(b) Show that if we let pap = |¢aB){(¢¥aB|, we have

trfph] = tr[pRpFaa ® Lpp]

where F4 4 is the swap operator on two copies of A.
(c) Show that

1
|AB|(|AB| + 1

EypSy = ] (LaaBB + FaaBnB)-

and hence
1 1

Ey tr[p%] < Al - B
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11.6

11.7

(d) Use this to show that
1

1
EvHs(pa) = —10g(w + @)
Hint: use Jensen’s inequality.
(e) Suppose that |A| < |B|. Show that
A
o)) 1o 1+ 151 ) < Bu (o) < tog(l)

Hint: you may use the results of Exercise 10.12.
(f) Conclude that for large |A| and |B| we have

Ey H(pa) = min(log(|A|), log(|B|))-

Remark: By Markov’s inequality to the positive quantity min(log(|A|),log(|B])) — H(pa)
this actually means that we have EyyH(pa) =~ min(log(|Al),log(|B|)) with high probability.
In other words, a random state is close to maximally entangled with high probability!

Trace norm estimate: The goal of this exercise will be to prove a (sharper version of)
Lemma 11.9. So, as in Lemma 11.9 we let M € Lin(H). We let w € PD(#). Hint: it is
probably helpful to recall some properties of the trace norm in Lecture 6. You will need your
favorite inequality: the Cauchy-Schwartz inequality!

tr{(w%Uwi) (w—%Mw—%)} ’

(a) Show that

|M|1 = max
UeU(H)

(b) Next, show that

Ml < \/ v [0 U] o M 2001
UeU(H)

(c) Argue that

1.1
max ‘tr [aﬂ Uw? UT] ‘ = tr[o].
UcU(H)

and conclude that
1 1
|IM|; < \/tr[w]Hw*ZMw*ZHQ
(d) Prove Lemma 11.9 by taking w to be the projection onto the image of M.

Measuring purity with randomness: This exercise looks at some different ways to
measure the purity of a quantum state pa € S(A), defined by P(pa) = tr[p?].

(a) Use Exercise 11.1 to deduce that P(p4) can be estimated, given two simultaneous copies
of p4, i.e. by measuring the state p§2.

(b) In fact we can estimate P(p) using only one copy of p4 at a time. Let [4) € Ha
be a normalised state, and U € U(A) be a unitary operator. Define my(¢4) =
tr[paU|a) (1 4|UT], the probability that we return “1” if we measure p4 along the
axis of Uli4). Show that

P(pa) = |A|(|A] + DEp[mu (¥a)’] = 1,

and hence describe how P(p4) can be estimated.
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Lecture 12

Quantum state merging

Last lecture we saw that under appropriate conditions we can use a (random) unitary to achieve
decoupling. In this lecture we will see an application of this tool: state merging. State merging
is the following problem: Alice and Bob share a quantum state psp and they want to transfer
Alice’s part of the state to Bob. Moreover, they want to do so in a way preserving external
correlations. That is, we should consider a purification p4pr where a third party Robin holds
the system R. The goal of the protocol is that Bob ends up with the AB systems by interacting
with Alice, and the joint state with Robin is (approximately) papg.

R R
PABR ~ PABR
A — B A B
Alice Bob Alice Bob

The key question is what the required resources are for this task! There are two possible
questions:

e Alice can send qubits to Bob. How many qubits does she need to send?

e Alice can send classical bits to Bob, and they may consume some amount of pre-shared
maximally entangled states. How much classical communication do they need, and how
much entanglement is required?

As for compression, we can define this task in the situation where there is a single copy of the
state, and we want to perform (approximate) state merging. We will define and investigate the
asymptotic version of the problem, where we have many copies p%% r» and we want to transfer
A™ to Bob, and we would like to know what the rates of the required resources are.

To give a rough upper bound on the required resources, note that state merging can be
achieved if Alice just sends the full system over to Bob, i.e. she sends over log(|A|) qubits. In
fact, based on our knowledge of compression, we see that it in fact suffices that she compresses
her part of the state and sends over Hj(A), qubits in the one-shot case, or sends over qubits at a
rate of H(A), in the asymptotic scenario. Also, by teleportation, if Alice can merge by sending
over r qubits, then she can also use teleportation to send over these qubits, using 27 classical
bits and r maximally entangled pairs. However, we will see that we can do better than this in
general! Not only can the required number of qubits be lower, but it is also possible that after
the protocol we have actually generated additional entanglement between Alice and Bob.
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Example 12.1. To give a (silly but instructive) example: suppose that Alice and Bob share
a maximally entangled state (and therefore are uncorrelated with Robin). Then Bob can just
locally prepare a maximally entangled state, and he has achieved state merging. At the same
time, Alice and Bob still share the maximally entangled state. Therefore, state merging has
achieved at zero cost, and we are in fact left with a maximally entangled state between Alice and
Bob!

B
& . |®XB>
[ — ] o — 0
A B Ey E,
Alice Bob Alice Bob

In this figure, the original systems AB are simply relabeled to Eq FEs, representing the ‘leftover’
entanglement, and Bob locally prepared a maximally entangled state.

12.1 The decoupling principle

The key technical ingredient for constructing a state merging protocol will be decoupling. If we
have a quantum system to which we apply a channel, we would like to know whether we can
recover the information in the initial quantum system. If we understand how this works, we can
use this to protect quantum information against errors. Let ®4_,p € C(A, B) be a quantum
channel. We can recover the state from this channel if there exists a recovery channel Rp_, 4
which is such that for a purification par of pa

(Rpsa0®asp) ®Zr)(pAR) = pAR-

An example of this is given by compression, where ® 4, g is the encoding channel and Rp_, 4 is
the decoding channel. More generally, we would like to know when we can recover, given some
channel ® 4, p and a state p4. If we consider a Stinespring extension Vg € Isom(A, BE) of the
channel ®4_. 5, then the idea is that ‘all information being preserved in B’ is equivalent to ‘no
information gets transferred to E’. That is, if we let cprg be the state obtained after applying
the Stinespring isometry V then we can recover if and only if there are no correlations between
R and FE, so

ORE = OR®O0E.

Why can we recover if o decouples between £ and R? We can see this from the uniqueness of
purifications. On the one hand, oggrg is a purification of org. On the other hand we can pick
and arbitrary purification 7gr of o, and let par ® Tpr be a purification of ogp. Then there
must be an isometry W € Isom(B, AF) such that

paR @ TEF = (W ® 1rp)opre(W' @ 1grg).

The isometry W only acts on the B system, and we can take it to be the Stinespring extension
of a recovery channel

Rp_a[Mp] = trp[WMpWT]. (12.1)

This is such that it maps oppr to trgr[par ® Ter] = par. Finally, if Alice does not trace out
the system F', she shares the pure state 7gr with the environment.
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There is also an approzimate version: we say we can (approximately) recover p4 with error
€ > 0 if there exists some recovery channel Rpg_, 4 such that

Pp(Rpsao®asp,pa) <e.

Recall that we defined the entanglement purified distance by choosing a purification parp =
|par){(dar| for pa. The approximate recovery property is equivalent to ogg being close to a
product state op @ wg:

R R
PAR o PAR ( PAR
~ X w = ~
A v | B TOREWE A v | Bl R [—
— —o
E E

This is made precise in the following result, which is based on Uhlmann’s theorem.

Lemma 12.2. Let par € S(AR) be pure. Let V € Isom(A, BE) be a Stinespring extension of a
channel ® o_,p. Denote by oprrp = |VprE){(VBRE| the state obtained from applying V' to parg.
Then the following are equivalent:

(a) The state ps can be recovered with error € from ®ao_p(pa), i-e. there exists a channel
RpB_a such that

Prp(Rpsao®ap,pa) <e.

(b) The reduced state org is close to a product state: there exists wg € S(E) such that

P(ogrg,0r ®@wg) < €.

Proof. Suppose that P(ogrp,ocr®@wg) < €. Note that by construction, [¢)pgg) is a purification of
ogr. On the other hand, we may pick an arbitrary purification wgr of wg, and then par @ wgr
is a purification of o ® wg. By Uhlmann’s theorem there must be an isometry W € Isom(B, AF)
such that

£ > P(opp,0r @wg) = P(W ® 1rr)osre(W' ® 1rEp), par @ wpr).

But now we may simply take W to be the Stinespring isometry of our recovery channel and
define Rp_, 4 as in Eq. (12.1). Using monotonicity of the purified distance we see that

Pr(Rpsa0o®asp,par) = P(RB—a ®ZIR)(0BR), PAR)

< P(W ® 1gg)opre(W' @ 1gg), par ® wpr)
<e.

For the converse, suppose that there exists a recovery channel Rp_, 4 such that we can recover
with error €, so Pp(Rp—40®Pasp,pa) <ce. Let

parE = (RB—>A ® IrE)(0BRE)

then this is such that trg[pare] = (R4 0 Pasp ®Zr)(par). On the other hand, since pagr
is pure, any extension psrg must be of the form pap ® wg. Therefore, by Uhlmann’s theorem
there exists wg such that

€>P(Rpsa0Pass8 ®ZR)(par), par) = P(PARE, pAR ® WE).
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Now, note that trA[ﬁARE] = ORE since pARp = ('RBﬁA ®IRE)(0'BRE), and trA[pAR ®wE] =
PR ®WE = or ® wg. By monotonicity of the purified distance

P(ogE,0r ® wg) = P(pr @ wE, prE) < P(pARE, pAR @ wE) < €.
O

Again, if one does not trace out the F' system when applying W, one is left with the state
WEF:

Corollary 12.3. Let par € S(AR) be pure, let V € Isom(A, BE) and denote by oprg the state
obtained from applying V' to par. Then if ogg is close to a product state, so P(ogrg, crQ@wg) < €,
there exists an isometry W € Isom(B, AF') such that when applying W to oprp, we obtain a
state TArgpr which is such that

P(TAREF, pAR ® wEF) < €.

As a diagram:
R R
A {
PAR ﬂB ~ OR ® WE = PAR ~ PAR

A 14 Bl wW |
— F
E

The decoupling inequality from Theorem 11.10 now tells us the following: given A = A; A,
and a (pure) state par with sufficiently large |As| (such that |Aa| > |A1]|R|) the channel

My — tra, [UAMAUL]

where we apply a random unitary is such that with high probability (with respect to the choice
of Us) we can (approximately) recover p4 from As. Moreover, since the reduced state on A; is
maximally mixed, the recovery channel may additionally produce a maximally entangled state
purifying 74, .

12.2 The state merging task

State merging is a task where Alice and Bob share a state pap, and want to get the system
A to Bob. As discussed at the start of this lecture, they should do so in a way that preserves
correlations with a reference system R held by Robin. Such a protocol consists of the following
steps:

e Alice applies an encoding channel £ to her system. She sends a quantum system () to Bob
and keeps a system F7 herself.

e Bob applies a decoding channel to the system B and the system () he received from Alice.
He is left with systems AB and a system Fo

This should be such that on R and Bob’s systems AB we are left with the state papgr, and on
the systems Fj FEs, shared between Alice and Bob, we have a maximally entangled state. We
want this to be such that the number of qubits in @ (the qubits that are communicated between
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Alice and Bob) is as small as possible, and the number of maximally entangled qubits in Ej Es is
as large as possible. We allow a small error €. It is probably easiest to see what this means in
the following diagram:

R Robin
R -
B B — PABR
ABR
P B Bob o) b A e A —

- B,
{ L)
E Ali
1 ice B

We can also write down a formal definition:

Definition 12.4. For papr € S(ABR), a state merging protocol with error e, quantum com-
munication cost ¢ and entanglement gain e consists of quantum channels £ € C(A, QFE;) and
D € C(QB, ABE3) where @), E1 and F5 are quantum systems with

log(|Q) <¢  log(|E1]) = log(|Ea|) > e

which are such that if we let

0ABRE E; = (D ® Zg,r)((€ ® ZBR)(pABR))

and wg, g, = \@El E2><<I>J]51 B, @ maximally entangled state, then
P(0ABRE\E,, PABR ® WE, E,) < €.

Then, we will investigate the rate at which state transfer is possible, meaning that Alice and
Bob share many copies of pap. They want to perform state merging for p%% p for large n using
as few as possible qubits of communication per copy.

We let Q°(A : B : R), denote the smallest ¢ such that there exists a state merging protocol
with error at most € and quantum communication ¢ for papg.

For the asymptotic question we consider state transfer for pﬁ’% r> and let the error vanish as
n goes to infinity. We are then interested in how many qubits of communication we require per
copy of pABR:

1
A:B: =lim lim —Q®(A" : B" : R") jen
q( R)p = lim lim —Q%( R") e

We will show below that state merging can be achieved at a certain rate. Let us first sketch

the idea of the argument.

i) Alice applies a random unitary to her system. Denote the resulting state by o.
ii) She splits up her system into ) and Fj in such a way that Fj is decoupled from R.

iii) Now we have a state which is decoupled, so o, g &~ 75, ® or. On the one hand, this has
0QE,BR as a purification. On the other hand, @EIE2><<I)EIE2\ ® pABR is a purification of
Tp, ® or. This implies by an application of Uhlmann’s theorem that Bob can recover papr
from the B and @ systems by applying an isometry, moreover establishing a maximally
entangled state between F; and FEs.
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iv) Finally, we note that in the decoupling theorem (since |A| = |Q||E1]|), the appropriate
condition will be

|QI? > |Al|R| tr[p% 5]
This also creates a state which approximately maximally entangled on a system of size

1Al

E
El=1a

v) We will actually apply this procedure to n copies of papgr. By a typical subspace argument
we will see that we can approximate the decoupling condition in the asymptotic limit by

—_

log(1Ql) > 5 (H(A) + H(R) ~ H(AR)) +
_ 1I(A R) +

where there is an error term which goes to zero as n goes to infinity. The amount of
entanglement created becomes

log(|B]) = H(4) ~ 5I(A: R) +
_ %(H(A) + H(AR) — H(R)) + ...
= %I(A : B) +

using that papp is pure.

We summarize our conclusions in a theorem, and we will make the argument precise.

Theorem 12.5. State merging can be achieved by sending over qubits at rate q(A: B : R), <
%I(A : R), generating maximally entangled qubit states at a rate of e(A: B : R), > %I(A B).

To prove this result, we first prove a one-shot version:

Lemma 12.6. For papr € S(ABR) there exists a state merging protocol with error e, quantum
communication cost and entanglement gain e for any q such that

M\H

(o8(14] + tog(| 1) + Iog(ex D) + 21 - )

with entanglement gain

e = log(|Al) -

Proof. First, note that if the bound in the statement of the lemma gives ¢ > log(|A|) we can
simply take Q = A and send over the full system. Otherwise, we divide the system A into
systems @) and E7 such that

|Er||R|
Q|

trlphp] < et
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Since |A| = |Q||E1| this is equivalent to

tr[p% gl

2. JAIR
Qp > AL

and hence

(1og(|A] + log(|R])) + log(tr[p% ) + 2log(1).

3

N | —

q =log(|Q[) =

By Theorem 11.10, when we apply a random unitary to A and trace out )

2 F1l]|R
trg [(UA ® ILR)PAR(UI; ® ]lR)} —TE ® PRHl < | |1Q||\ |

trlphp] < e

Ey,

Since the average error is at most €2, there must exist at least some unitary Uy such that

PR — TE, @ prl1 < €°

where pgr, Br is the state after applying Ua to papr. This is the unitary Alice chooses as
encoding channel. By Eq. (6.9)

P(pElRaTE1 02y PR) S \/2T(PE1R77'E1 & ,OR) S g.

This means that by Corollary 12.3 there exists an isometry W € Isom(Q, AE3) that Bob can
apply such that after applying it they have a state o sprEg, E, for which

P(0CABRE\E>, PABR @ WEE,) < €.

Note that Bob holds the systems A, B and E5 and Alice has kept the system FE;. The state
WE, B, 1S a purification of the maximally mixed state 7, and is therefore maximally entangled.
We conclude that Alice and Bob have achieved state merging with error e. O

Next, we apply this result to p%@ r- The (straightforward) idea is that we compress each
of the systems to the typical subspace, in which case the dimensions of the systems of Alice,
Bob and Robin are approximately given by 274(4) 9nH(B) and 278 () regpectively. That means
that we slightly deform to a state pap/g to live purely on the typical subspaces A’, B’ and
R'. We can perform a merging protocol with log(|A’|) ~ nH(A), log(|R'|) ~ nH(R), and since
the eigenvalues of the reduced state on B’ are approximately 27 "H(B) tr[pir?] = tr[p%] ~
2-H(B) We conclude that by using the one-shot version in Lemma 12.6, we can merge using
approximately §(H(A) + H(R) — H(B)) = 5(H(A) + H(R) — H(AR)) qubits (H(B) = H(AR)
using that p4pgr is pure). In conclusion, the rate at which we need to send qubits is given by
3(H(A)+ H(B) — H(AB)) = 3I(A: R). To turn this in a rigorous proof we have to keep track
of all the error terms. We will do so carefully below; while the details are perhaps slightly painful
you should keep in mind the above simple high-level idea.

We start with a lemma based on the properties of typical subspaces.
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Lemma 12.7. Let papc € S(ABC) be the pure state [Yapc). Choose €,0 > 0, and let 114, 5,
g ns and Ilc,, 5 be the typical subspace projectors onto the typical subspaces Sy 5(pa), Sn.s(pPB)
and Sy s(pc). Then there exists an integer N such that for all n > N the pure state panpncn
given by

(Tans @pps @ Uons)|vapc)®™
[(ILan,6 ® Hpns ® Heps)|Yasc)®™||

|than gren ) =

1s such that

(a) ﬁAanc’n 1s close to p%%c P(ﬁA“B”C",Pfgc) S g.
(b) The rank of pan is at most 2"HDe=9) and similar for B and C.
(c) tr[pn] < 27 HA=3)F1 gnd similar for B and C.

Proof. First, note that by Lemma 8.12, when we measure whether we are in the typical subset
on the A™ system (the measurement {I14, 5,1 — 114, s}) for pf” the probability of being in the
typical subspace goes to 1 as n — co. If we measure whether we are in the typical subsets for
both A, B and C, then the probability of being in the typical subspace for all three systems goes
to 1:

P = Mans @ s @ Uons)base)® |1
= tr[(HA,n,é & HB,n,é ® HC,n,é)P%%c] — 1.

n—oo

In this situation, the post-measurement state is panpncn, so by the gentle measurement lemma
(Lemma 6.20)

n—oo

This means that we can choose N such that for all n > N we have p, > 1 — ¢2 and
P(parpncn, p5pe) < €. Next, we prove (b) and (c), for the A system; the same argument
applies with A replaced by the system B or C. The state panprncn by construction lives on the
typical subspaces, so the rank of p4» is at most the dim(S, s(pa) < 9n(H(4)p=9) 1y Lemma 8.12,
proving (b). Finally, we use the following facts, which you may prove in Exercise 12.1 If P, Q are
positive operators, then

P < Q = tr[P? < tr[Q?] (12.2)

If Myp € Lin(AB) and 0 <1IIyx < ]lA,

Mp =tra[(lly @ 1) Map(Ilg ® 15)] < Mp. (12.3)

This implies that for
B 1
PAB' R = ;(HA,n,é @ g s @Mrns)paerMans @45 @ g, s)
n
we get

tr[(HB,n(Sp%nHB,n(S)Q]

tr[ﬁi"] S p2
n
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We may assume without loss of generality that p? > % By Lemma 8.12 the eigenvalues of

Up nsp5 g s are at most 2~ n(H(B)p=9)
|B'| < 27H(B)p+9) 56 we can bound

and the number of nonzero eigenvalues is at most

tr[(HB,nép%nHB,n5)2] < |B/|(2—n(H(B)p—§))2 < 2—n(H(B)p—35)
proving (c). O

Proof of Theorem 12.5. Let papr = |¢aBr){(¢aBr|- Choose £,6 > 0, let panpngn be as in
Lemma 12.7 for sufficiently large n. The state panpnpgn is a state which lives on the typical
subspaces; we denote these quantum systems by A’, B’ and R’. We now apply the merging
protocol from Lemma 12.6, using the reduced systems A’, B’ and R’. This merging protocol
needs to send

€

N | =

q =1log(|Ql) = [ (log(|A'| + log(|R'])) + log(tr[h r/])) + 210g(1>1

qubits to merge p4/p/p With error €. In this expression
log(|A') <n(H(A), +6)  log(|R'|) < n(H(R), +9)
By Lemma 12.7
[P ] = tr[pg] < 2780

The first equality comes from the fact that pa p/g is pure, so pa g and pps have the same
nonzero spectrum. This means that we need at most

n 1

§(H(A) + H(R)— H(B) +56) + 2log(€> +2

qubits. Denote by 6 4npnrnE, B, the state resulting from merging panpngn. When we apply the
protocol to the original state p%% r> We see that for the final state o 4npngn, by applying the
triangle inequality,

® ~
P(oAnBrRrE Eyy Papr @ WE E,) < P(0AnBrRNE By, CAMBr RN EL E,)
+ P(G AnBnRrE Bys PAnBrRn @ WE, B, )
+ P(panprpr @ WE1E27P§%R ® WE B, )-

The first term is at most P(pGpp, panpngrr) < € (by monotonicity). The second term is at most
€, since the protocol is a state merging protocol with error € for panpgngn. The final term equals
P(pf%R, panpngn) < €. In conclusion, the error in the state merging protocol is at most 3e. This
shows that

Q*(A": B": R"), < —(H(A) + H(R) — H(B) + 56) + 2log(¢) + 2

S

Since € and 0 were arbitrary

1
q(A:B:R),=lim lim —Q°(A":B": R"), <

e—>0n—oco N

(H(A)+ H(R) — H(B))

| =

1
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using that H(B), = H(AR), since papr is pure. The entanglement gain (as per Lemma 12.6) is
at least

1
e=1log(|A'|) —q¢>n(H(A),—0)— g(H(A) +H(R)— H(B)—56) — 2log<5> -2
using that [A'| = dim(S4a,s5) > 9n(H(A)»=9) " Taking the asymptotic limit and letting & go to
zero, we gain entangled qubits at rate

e(A:B:R), > _(H(A),+ H(B), — H(R),) =I(A: R),

again using that papp is pure. O

Corollary 12.8. State merging can be achieved by sending over classical bits at rate
I(A: R).
and at entanglement cost of rate
H(A|B).
In particular, if H(A|B) is negative, mazimally entangled qubits are created at rate |H(A|B)|.

Proof. This is a direct consequence of using the protocol of Theorem 12.5, but sending over the
qubits using teleportation. This requires communicating classical bits at rate I(A : R) (since
each qubit requires two classical bits), and consuming maximally entangled qubits at the same
rate. However, the protocol of Theorem 12.5 also creates entanglement at rate %I(A : B), so the
total required entanglement cost

LRy —1(A: B)) =

! %HM)}ﬂM—HMM—HM%Jﬂm+HME)

( +
= H(AB)— H(B) = H(A|B)
using that H(R) = H(AB) and H(AR) = H(B) since papr is pure. O

Applications of state merging

State merging encompasses a number of special cases, and our results for state merging directly
provide achievability bounds for a number of important tasks!

(a) Compression: consider the case where there system B is trivial. In that case the goal is
to get A to Bob (preserving the correlations with R) sending over as few qubits as possible.
This is precisely the task of compression. For a pure state pagr we have I(A : R), = 2H(A),,
so the rate of state merging %I(A : R), indeed recovers our asymptotic optimal rate H(A),
for compression.

(b) Entanglement distillation: In general we see that if Alice and Bob share (many copies
of) pap, they can use the state merging protocol (the version of Corollary 12.8) to obtain
maximally entangled qubits at rate —H (A|B), (if this quantity is positive) using an LOCC
protocol. In other words, state merging defines an entanglement distillation protocol. If
the state pap is pure we find that H(A|B) = —H(A) so we can distill entanglement at
rate H(A). This is consistent with our hands-on approach in Exercise 8.8. Note also that
for pure pap the rate of classical communication is given by I(A : R) = 0 since pap is a
product state. So we need only a sublinear amount of classical communication!
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Let us define the notion of entanglement distillation more formally now, as well as the
entanglement cost. Entanglement distillation deals with the following question: if psp is a state
shared between Alice and Bob, how many maximally entangled states can Alice and Bob extract
from pap using LOCC? On the other hand, the entanglement cost is how many maximally
entangled qubit states are needed in order to prepare pap using LOCC operations. We will
study the asymptotic version of this question (so we have many copies of p4p and we would like
to know at which rate we can do the conversions). To formally define this we first define the
one-shot version. We let ® 1 AV denote a maximally entangled state of dimension r between
Alice and Bob on systems A and B’. The question is what the minimal value of r is if we want
to prepare pap with small error using LOCC, or conversely, what is the largest r so that we
can approximately distill |®, 4/p/) from pap using LOCC. This is formalized by the following
definition.

Definition 12.9. Let pap € S(AB) and £ > 0. Then the entanglement cost of preparing pap
with error at most ¢ is defined as

E¢(pap) = min{log(r) such that there exists an LOCC channel
P4 B aB, P(@A’B’—>AB<‘(I):A/B/><(I)::A/B/’)7pAB) <e}.
The entanglement distillation from psp with error at most ¢ is defined as

E%(pap) = max{log(r) such that there exists an LOCC channel

Paparp, P(®AB—>A’B’(PAB)7 |(I)::A/B/><CI)::A/B/D < 5}'

For the asymptotic version, we proceed as usual and we look at the rate at which we can perform
the conversions if we have many copies of pap.

Definition 12.10. Let pap € S(AB), then we define the (asymptotic) entanglement cost of pap
as

Eo(pag) = lim lim ~E&(p52)

e—=~0n—oon

and the (asymptotic) entanglement distillation as

1
Ep(pap) = lim lim —FE},(p%%).

e—>0n—oco N

In these definitions, p4p is allowed to be a mixed state. For general mixed states it is difficult
to compute Ec(pap) and Ep(pap) (or its one-shot versions). One fact which makes intuitive
sense is that Ec(pap) > Ep(pap). If Ep(pap) were strictly larger than Fc(pap), one could first
use entanglement at rate Ec(pap) to create copies of pap and then distill maximally entangled
states at rate Ep(pap) which would give rise to an LOCC protocol generating additional
entanglement, which is not possible.

Lemma 12.11. For any state pap € S(AB)

Ec(paB) > Ep(paB)

The proof, in which you should make the above intuition into a rigorous argument, is Exercise 12.4.
The state
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Theorem 12.12. If pap € S(AB),

Ec(pap) < min(H(A),y, H(B),).

Proof. We may use the following protocol:

i) Alice locally prepares p%.
ii) She compresses the B-systems to qubits at rate H(B),.

iii) Alice teleports these qubits to Bob, using maximally entangled qubit states at rate H(B),.

1v

)
)
) Bob applies the decoder of the compression protocol.

By definition of the compression code, at the end of the protocol Alice and Bob share a state
which is a good approximation to p‘f% (and the error can be taken to go to zero as n goes to
infinity). O

As we observed above, state merging gives a protocol for entanglement distillation. However,
this is a protocol that potentially has to ‘borrow’ some initial entangled qubits (it consumes
entangled qubits at rate $I(A : R) and distills them at rate $I(A : B)), which gives a net gain of
entanglement if H(A|B) < 0. One can prove that even if one does not allow initially borrowing,
one can distill entanglement at rate —H (A|B).

Theorem 12.13. For any state pap € S(AB)

Ep(pap) = —H(A|B).
For pure states we can say more!

Theorem 12.14. If pap € S(AB) is pure,

Ep(paB) = Ec(paB) = H(A), = H(B),.

Proof. For pure pap we have —H(A|B), = H(A), and we get from Lemma 12.11, Theorem 12.12
and Theorem 12.13

Ec(pap) < H(A), < Ep(paB).

However, by Lemma 12.11 Ep(pap) < FEc(pap) so we must have Ep(pap) = Ec(pap) =
H(A),. O

This establishes the entropy H(A), as a good operational measure for entanglement for pure
states paB.

12.3 State redistribution

We can also consider a situation where Alice only wants to send over a subsystem of her part
of the quantum state. This is known as state redistribution. To formalize this, consider a state
paBcrR € S(ABCR). Initially Alice holds systems A and C, and Bob holds system B. The
goal is to get system A to Bob, while Alice keeps C. As usual, one can formulate a one-shot
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version of the task and an asymptotic version. We will focus on the asymptotic quantum state
redistribution task.

This can be achieved by sending qubits at a rate given by the conditional mutual information.
Given papc € S(ABC) conditional mutual information of A and B, conditioned on C, is defined
as

I(A:B|C):=1(A:BC)—I(A: ().
Writing out in terms of individual entropies yields
I(A: B|C)=H(AC)+ H(BC)— H(ABC) — H(C).
The fact that I(A : B|C) > 0 is equivalent to strong subadditivity! Moreover, I(A : B|C) =
I(B: A|C), and
I(A: B|C)=H(A|C)— H(A|BC) = H(B|C) — H(B|AC) < 2min{log(|A|),log(|B])} (12.4)
by Lemma 10.3.

Theorem 12.15. State redistribution can be achieved by sending over qubits at rate 3I1(A : R|B)
and consuming entanglement at rate 3 (I(A: C) — I(A: B)).

This can be proven by a combination of two appropriate state merging protocols, we will
not give details here. Note that if the C' system is trivial, this reduces to state merging, and the
rates in Theorem 12.15 coincide with those in Theorem 12.15, as you can check in Exercise 12.3

This result gives an alternative proof of strong subadditivity! Recall that compression gave
an operational proof of subadditivity: jointly compressing AB is at least as efficient as separately
compressing A and B. In Theorem 12.15 the quantity %I (A : R|B) clearly represents the quantum
communication cost, which should be a non-negative number, so

I(A:R|B)=I(A:RB)—I(A:B) >0

which is equivalent to data processing for the mutual information (and hence to strong subaddi-
tivity).

12.4 Converse bound

At this point we have shown that we can achieve state merging and state redistribution at
certain rates. We will now show that these rates are, in fact, optimal! We will do so by proving
optimality of the rate for state redistribution, as it has state merging as a special case.

Let us first sketch the idea, for convenience pretending we are redistributing a single copy.
Let w denote the state received by Bob, and o the final state of the protocol (so capr =~ paBR)-
The idea is that when sending ) we have a bound for the conditional mutual information

I(R: Q|B) < 2log(|Q])
while on the other hand by data processing
I(R:QB), >I(R: AB), =~ I(R: AB),

using that the final state capr ~ papr. Furthermore, I(R : B),, = I(R : B), (since wrp = prB)-
This means that (up to a small error)

210g(|Q|) > I(R: QB), — I(R: B), > I(R: AB), — I(R: B), = I(R: A|B),.

The key ingredients we use in the proof are data processing for the mutual information and a
continuity estimate for the mutual information in order to control the errors.
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Theorem 12.16. State redistribution is not possible at rates smaller than 3I(A : R|B). In
particular, for quantum state merging

q(A:B:R),>-(A:R),

DN | =

Proof. Suppose that ¢ is an achievable rate for state redistribution. Then for any ¢ and §
there must exist n and a protocol which redistributes p%%.p using at most n(q + &) qubits
of communication, with error at most €. Let ognpncnpgn denote the state after the state
redistribution, which by assumption satisfies

T(p%pcrs oanrengn) < P(p o, oanpronpe) < €.
By the continuity of the mutual information in Eq. (10.5) this implies

2
h(—
1+ "1+4¢

I(R": A"B")y — I(R" : A"B") on]| < 4e log(|R") + )
—_————

=4nelog(|R|)
On the other hand, we obtained o by applying quantum channels and sending over at most

n(q + 0) qubits. Let wgpnpgn denote the state received by Bob; note that Bob and Robin have
not done anything so wpnprn = ppnpn. By data processing,

I(R": A"B™), < I(R" : QB"),.
By Eq. (12.4)

2n(q +96) > 2log(|Q|) > I(R" : Q|B"),, = I(R" : @B"),, — I(R" : B"),,
> I(R": A"B"), — I(R": B"),

2 €
>I(R": A"B™),—I(R": B"), — 4nel — h
> IR 2 4B, — IR 2 BY), — dne log(|R]) ~ 1o—h(; )
We conclude that
2 > LI(R": A"|B"), — delog(|R|) — 6 — ———h(——)
=5 ’ P & n(l+e) ‘1+¢

— I(R: A|B), — f(,6,n)
where f(g,0,n) goes to zero as we let £,0 go to zero. We conclude that
1> SI(R: AIB), = JI(A: R|B),
O

Note that in the proof it was important that the dependence of the continuity for the entropy
depended logarithmically on the dimension and hence linearly on the number of qubits; hopefully
this makes you appreciate the continuity bound in Theorem 10.9!

199



12.5 Exercises
12.1 Partial trace gymnastics: Verify Eq. (12.2) and Eq. (12.3).

12.2 Managing entanglement: Alice and Bob share many copies of the states papr and capg,
which have some correlations with the environment system Hg.

Alice and Bob aim to perform the quantum state merging protocol many times, to merge n,
copies of the papg state and n, copies of the o0 4pRr state with Bob’s system.

(a) Consider the case where Alice and Bob share no other entanglement, but have access to
unlimited classical communication. Show that the value (n,,n,) is achievable if

n,H(A|B), + neH(A|B)y <0 .

(b) Comment on what happens in the case H(A|B), = H(A|B), = 0.

(c) Now suppose that Alice’s internet service provider has imposed a limit of N > 1 bits of
classical communication with Bob. What constraint does this impose on the achievable
values of (n,,nq)?

(d) Assume dy =dp = dr = 2. Let

3ot Vit 1 Lot vipt 1
PABR = Z|<I)AB><(I)AB‘ ®5lr+ Z\q’AR)(‘I’AR’ ®5ls,
where [®T) = %QOO) +|11), and let 0 4pr = $1apg. Sketch a diagram of the achievable

values for (n,,ny) in this case.

12.3 From state redistribution to merging: Show that for a pure state papgr, we have
I(A: R|B)=1I(A:R).

12.4 Entanglement cost and distillation:

(a) Show that |®¥ ;) is a maximally entangled state of dimension d. Show that if pap € S(AB)
has entanglement rank at most r, then

Fpap: 1®3p)(®hpl) <

Ul 3

(b) Prove Lemma 12.11. Hint: suppose that Ep(pag) > Ec(pap) and derive a contradiction.

~~

12.5 Conversion between arbitrary states: Show that Alice and Bob can asymptotically
convert a pure state p4p into a pure state o4p at rate H(pa)/H (04) using LOCC.

200



Lecture 13

Quantum capacity

One of the basic tasks of information theory is to reliably transfer information over a noisy
channel. In the classical setting this task has been achieved with spectacular success in practical
applications: modern communication technology is able to reliable transfer information at very
high rates using (for example) electromagnetic waves. As a very simple (but useful) model,
consider the binary symmetric channel from Example 4.3 which with some probability p flips the
value of a single bit:

I-p
0 ® ()
E
1 1
1—p ¢

This models a noisy communication channel, which sends over a single bit, but with probability
p introduces an error. The trick to use multiple uses of this channel to reliably send information
is to introduce redundancy in the information you send over. The most basic example is the
following: we want to send a single bit x which is 0 or 1. We use the channel three times and
encode the message by repeating it three times: z — zzz. On the receiving side we obtain
y = y1y2y3. We assume that p < % The receiver would like to know the bit x. What is their
best guess, based on y? The intuitive answer is that the best guess is simply a majority vote for
the bits of y. For example, if y = 010, then we guess that the original message was 0, and there
has been a single bit flip on 000. It is clear that if we were only allowed to use the channel once,
the probability of error is p. You can show (Exercise 13.1) that using the channel three times as
described above will improve the error probability.

The above scheme is known as a repetition code. It is an example of error correcting codes.
An error correcting code for a (classical) channel @ from X to Y consists of an encoding map,
encoding messages m into code words of length n on X", and a decoding map, which associates
a guess M to an outcome in Y. This is described by the following diagram:
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Q
" y"
Q
m
message m encoder F Q decoder D —— m
E(m)=a"
Q
Q

Good error correcting codes are such that

(a) The probability of error is small: Pr(m # m) is small.

(b) The amount of redundancy is not overly large. The amounts of bits we send is N = log(|M|),
and we would like the number of channel uses per bit of information transferred, , to be
as small as possible.

In this lecture we will study an analogous situation, where Alice tries to send quantum
information to Bob, by using a quantum channel ®4_,p. We will compute the optimal rate at
which Alice can send qubits to Bob by using the channel ® 4 ,p many times. Let us start by
defining what a quantum error correcting code should be.

The set-up will be in close analogy to the classical situation. What we would like to achieve
is that Alice and Bob can simulate an identity channel on a system R from Alice to Bob, by
using some channel ¥ 4_, 5. That means that there should exist an encoding channel £ € C(R, A)
and a decoding channel D € C(B, R) such that Do W4 ,go& ~Ip

IR

|

encoder £ )\ decoder D ——

To capture the rate at which we can transfer information over a channel ® 4.5, we apply
this scenario to the channel ¥ gn_ygn = @%Z B
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R —— encoder £ 0] decoder D —— R

)

We characterize closeness to the identity channel using the entanglement purified distance.
For every state pr and purification prgr (where we take R’ to be a copy of R) we should have

R R

PRR’ ~ PRR'

R encoder £ v decoder D —— R

which we capture in the following definition.

Definition 13.1. An (r,¢)-error correcting code for W 4_, g consists of quantum channels £ €

C(R,A) and D € C(B, R) for a system R with log(|R|) > r such that

Pp(DoV s ,po&, pr) <cforall pgr € S(R).

We denote by Q°(¥) the optimal number of qubits we can send using ¥ 4, p with error at
most e:

Q°(¥) = max{r: there exists an (r,e)-error correcting code for ¥ 4,5 }.
T

If Alice and Bob are using an (r,¢)-error correcting code for W4 ,p, and Alice starts a
maximally entangled state on RR’, then by assumption Alice and Bob end up with a state which
is close to maximally entangled. This means that Alice and Bob can use the channel ¥ 4_.p
to establish entanglement. We may also study entanglement generating codes for a quantum
channel ¥ 4_, 5.
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Definition 13.2. An (r,)-entanglement generating code for ¥ 4_, g consists of quantum channels
£ € C(R,A) and D € C(B, R) for a system R with log(|R|) > r such that

Pp(DoVs,po&,TR)

where 7g is the maximally mixed state.

We denote by Qf(¥) the optimal number of maximally entangled qubits we can generate
using ¥ 4_,p with error at most e:

Qice(V) = mﬁx{r: there exists an (r, ¢)-entanglement generating code for U4_,p }.

It is clear from the definition that every (r, £)-error correcting code is also an (r, £)-entanglement
generating code, so

Qra(¥) = Q°(¥) (13.1)

There is a converse to this. If we have an entanglement generating code, it must accurately
transfer half of a maximally entangled state ]@E ) 1t is possible to show that if one has an
entanglement generating code, then one can find a subsystem (which is only one qubit smaller)
such that when Alice and Bob restrict to this subsystem, every state is transmitted reliably, and
they have an error correcting code. This is captured by the following result, which we will not
prove.

Theorem 13.3. Let U4, € C(A,B), let € > 0 and let § = \/8¢. Then
Q°(¥) > Qg (W) — 1.

See 19.1.2 in [38] for a proof. The consequence is that when we consider asymptotic scenarios,
generating entanglement is equivalent to sending over quantum information.

Given a quantum channel ®4_,p, we would like to know the optimal rate of quantum
communication. We are allowed to use the channel many times: using the channel n times
corresponds to the channel @%i - The rate of communication is the number of qubits we can
communicate per channel use, as we allow arbitrarily small error and let the number of channel
uses go to oo:

Definition 13.4. The quantum capacity and the entanglement generating quantum capacity of
a quantum channel ® 4,5 € C(A, B) are defined as

Q(®) :=lim lim le(q)@m)

e—>0n—oco N

and

Qrc(®) := lim lim EQ%G(Q)®7L)

e—>0n—oc0o N

respectively.

By Theorem 13.3 and Eq. (13.1) we have
Q(®) = Qea(®),

and we will simply refer to this quantity as the quantum capacity of the channel ® 4, p.
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13.1 The coherent information

For quantum information processing tasks we encountered before we saw that the asymptotic
rate that characterized the task was computed by an entropic quantity. For compression this was
simply the entropy; for state merging we encountered the mutual information (and variations
depending on the task). Can we also find an entropic quantity that characterizes the quantum
capacity?

There is indeed such a quantity. It is easiest to find it as a upper bound (i.e. we see that the
rate can at most be a certain quantity). We will first give an informal derivation, ignoring the
asymptotics and error terms. It is, once again, based on a data processing inequality (returning to
the theme that strong subadditivity is the fundamental fact that bounds information processing
protocols).

Suppose that Alice and Bob have an entanglement generating code for ® 4,5 and are able to
generate a state wrpr which is close to a maximally entangled state. Let par/ be the state that
Alice prepares, and opgp/ the state that Bob receives. By data processing (and continuity of the
conditional entropy)

H(R'|A), < H(R'|B), < H(R'|R),, =~ —log(|R|)

R/
~ +
~ (o)
Ir
R encoder £ v decoder D ——
PAR! O AR/ WAR!
In conclusion, we must have that the number of qubits r
r < —H(R'|B). (13.2)

We will make this argument precise below in Theorem 13.6. This discussion motivates the
introduction of the coherent information of a quantum channel.

Definition 13.5. Given a quantum channel ® 4_, g, the coherent information of ® 4_, g is defined
as

1.(®) = max —H(R'|B), (13.3)
PAR/
where the maximum is over all pure states par = |dar){dar/| € S(AR') and opr = (Pa—p ®
Zr)(pAB).

Note that in this maximum we may restrict to a system which is a copy of A, so R’ = A’. We
also could have maximized over states which are not necessarily pure; data processing implies that
in that case the maximum can be attained by a pure state (so assuming the state is pure isom not
really a restriction). To get more intuition for this quantity, note that if we let V' € Isom(A, BE)
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be a Stinespring extension of ® 4,5 and opgpr the pure state (V ® 1g/)|par/) (with |papr/) the
state which maximizes Eq. (13.3)) then

1.(%) = —H(R/|B),,,, = H(B), — H(E),

OBR!

using that H(BR'), = H(E), for the pure state cgpr/. In other words, the coherent information
is the amount of information arriving at B, minus the amount of information that is lost to the
environment E (optimized over choice of initial state).

We saw informally that there must be some state psp such that —H(R'|B), is an upper
bound on the capacity. However, that argument did not take into account the fact that to bound
the rate we need to apply our argument to many copies of the channell While it is true that

H(R™B")yen =nH(R|B),

we do not need to start with a product state p%%,. In other words, when we compute I.(®®"), it
is not clear that

1(%") £ nI ().

It turns out that in general we do not have equality here. The relevant quantity for the rate will
then be

1
lim —I.(®%").

n—oo n

Let us now make this more precise and prove an upper bound on the quantum capacity.

Theorem 13.6. For ® 4,5 € C(A, B) the quantum capacity is upper bounded as

Q(®) < lim lIc(<1>®”).

n—oo N

Proof. Let €,0 > 0. There must exist N such that for all n > N there exists an (r,¢e)-error

correcting code for @%Z p With

r=n(Q(®) —9)

with encoder £ € C(R, A") and decoder D € C(B", R). Let wrr be a maximally entangled
state, let panp = (€ ® 1r/)(wrp'). Denote by opnps the result of applying @%ZB to panpr and
let Wrpr be the state that we get when Bob applies the decoder D to ogng. By assumption,
P(&rpr,wrr') < . Now, by data processing and by the definition of the coherent information of
Dy B

—H(R|R)3 < —H(R'|B"), < I.(®%").

On the other hand, as T(0grp/, wrr') < P(Orr',wrr') < € by the Fuchs-van de Graaf inequality
Eq. (6.9), Theorem 10.9 implies

H(R|R)s — H(R'|R).,

< 2elog(|R|) + (1 +5)h<1i6>.

Since wgrp is maximally entangled, H(R'|R),, = —log(|R|), so

: +12€ <—H(R’R)@ +(1 +5)h<1i€>> .
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Combining these observations,

n(Q(P) — ) < log(|R|)
(—H(R’]R)a, +(1+ £)h<1 i E))

T (Ic(<1>®”) +(1+ e)h<1i€>> .

We conclude that as we let n — oo

—_

IN

1+2

- +
™

IN

1
: - Qn
T2 nhmc>O nIC(q) )+ 0.

Q%) <
Since € and § can be taken to be arbitrarily small,

Q(®) < lim ~1,(3%"),

n—oo N

13.2 Random coding and decoupling

Our next goal is to argue that there exists a matching lower bound for the quantum capacity. To
this end, we have to argue that there exist error correcting codes with good rates. The approach
will be very similar to the one in previous chapter!

The fact that random unitaries are decoupling keeps on giving! We start with a variation
on Theorem 11.10 for the coding problem. This will serve as the main ingredient for a one-shot
protocol for entanglement generation. To conclude, we show that the one-shot protocol gives a
rate which matches the upper bound from Theorem 13.6 and is optimal.

Let |¢44/) be pure quantum state, where A’ is a copy of A. Let V € Isom(A, BE) be a
Stinespring extension of a channel ¥ 4_,p5. Let

[WpEa) = (V@ 1ar)|daar) (13.4)

be the result of applying the Stinespring extension.
Choose a unitary U € U(A) uniformly at random and let II be a projection onto a subspace
Hr C H4. Then we can consider

Onpm) = ;glum ® (1)) |ppE). (13.5)

which is a not necessarily normalized state.

A/ U [ H I R/
|paar) = |YBER')
F
A Vv
B
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One can also read this as applying a (uniformly) random projection onto a subspace of dimension

|R|. The factor % guarantees that on average the state is normalized. We have the following
decoupling result:

Theorem 13.7. Let PBEA — |¢BEA’><¢BEA" and OBER' = |9BER’><GBER’| be deﬁned as above.
Then

Evllcer — pE ® TR'H% < |R||E| tr[p2EA’]'

The proof is closely analogous to that of Theorem 11.10. The result may be visualized as

A Ur— o — R —

®

Q

40‘8

This decoupling result implies a one-shot coding theorem, which is in spirit very close to
the one-shot state merging result of Lemma 12.6. Note that the states oppr = |0prr)(0BER |
(which depend on the random unitary) need not be normalized. However, we have the following
fact (Exercise 13.2): if p4 € S(A) and 04 € PSD(A), then

oA
tr[o 4]

The following is a direct consequence of Lemma 12.2:

lpa = i < 2[pa —oall (13.6)

Lemma 13.8. Let V4, p be a quantum channel with Stinespring extension V € Isom(A, BE)
and let |¢ar) be a pure state. Let pppr = |YpEr ) (YBER| be defined by

YpER) = (V & 1r)|$aR)-
If there exists some state o € S(E) such that
P(per,op®TR) <€

then there exists an (r,e)-entanglement generating code for W s_,p with r = log(|R’|).

Proof. It suffices to find a decoder channel on B which maps oggr to an e-approximation of a
maximally entangled state. Let R be a copy of R/, let wgrr' be a maximally entangled state and
let opg be a purification of 0. By the decoupling principle Corollary 12.3 we find an isometry
W € Isom(B, AR') such that the state

(W ® lgp)pper (W' @ 1pg)
is e-close in purified distance. If we define the decoder as

D[MB] = tl“E/ [WMBWT]
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we see that by monotonicity of the purified distance

P(D®ZIr)(pBR) WRR')-
O

We apply this one-shot coding theorem to the situation where we apply n copies of a channel
® 4 .. The quantum capacity will arise from a two-layer argument: we will first show that the
capacity is at least I.(®). Next, we apply this result to the channel q)%"_) p to see that for every
n, the capacity is at least %IC(CI@").

Theorem 13.9. Let ®4_,p € C(A, B). Then
Q(P) = I(2).

Proof. Let |¢paas) be such that I.(®) = —H(A'|B), for ppar = (Pasp ® Zar)(paar). We let
V € Isom(A, BE) be a Stinespring extension of ® 4,5, so

[WBEAr) = (V ® 1g/)|dpan)
is a purification of pga/. Let €,0 > 0 be arbitrary. By Lemma 12.7 there is an N such that for
n > N, the pure state pgngngm defined by applying typical subspace projections and normalizing

_ (s ®Mpns arns)[UBEAr )"
|(Mpns © Opns @ Marns) [WBpa)e™||

[hpngnam) :

is such that P(p%% s PBrEnAm) < € and
tr[ 2 | < 2 MUH(B)=30)+1 (13.7)
We choose R to be a system of
log(|R|) = |n(H(B) — H(E) — 49) — 2log(e) — 1] (13.8)
qubits. We now let U be random unitary on S, s(p4) and II be a projection onto a subspace

HR C Sn,é(pA); and define &B"E"R’ as in Eq. (135) as ]0~BnEnR/)(GBnEnR/\

[Sn.5(pa)l

|R|

(1prpnr @ (TIU))|thpngnam).

This need not be normalized. Using that the operator has support on the typical subspace, by
Theorem 13.7 when we average over U

Eul|ognr — ppn @ Tre||T < | RI|Sns(pB)| tr[pha]
< ‘R|2n(H(E)—H(B)+45)+1 (139)
< €2,
We used Eq. (13.7), the fact that pgn is supported on the typical subspace and our choice of

number of qubits in R’ by Eq. (13.8). The state 7 is a maximally mixed state. We now let
opnpnR! be |QBnEnR/><QBnEnR/|

Sn
|GB”E"R’> = ‘TSRSTA)‘(]]_BnEn & (HU))|1/)BnEnA/n>,
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(so the difference with pngn s is that we did not apply the typical subspace projections). Again,
opngnr need not be normalized. We now compute average over the choice of random unitary
and apply the triangle inequality:

EUHUE"R’ — ﬁEn ®TR’”1 < EUHUE"R’ — &E"R’”l
+Evl|6Err — pEn @ TR|1-

The first term is given by
Evllognr — 6pnrlly < llpprr — pEnrllt < € (13.10)

by Exercise 13.3. By Eq. (13.9) and Jensen’s inequality the second term is bounded as

EUH&ETLR/ — ﬁEn ® TRlHl S \/EU||5'EnR/ - ﬁEn ® TR/Hl
<e.

Since
Eylloprr — pEn @ Tr|1 < 2e

we may choose some unitary U such that for this choice of unitary ||ogng — ppr @ Tri|1 < 2e.
By the Fuchs-van de Graaf inequalities and Eq. (13.6) when we normalize o gngn g we have found
a state such that

P(opnp, ppn @ Trr) < V/2e.
By Lemma 13.8 we conclude that we have found a (log(|R|), v/2¢)-code for ®%" 5, and
QVE(®) > log(|R|) > H(B) ~ H(E) 45 — - (2log(<) - 2).
Since €, § were arbitrary, we conclude that
Q(®) > H(B) — H(E) = H(B) — H(A') = H(B|A') = I.(2).

O]

After all this hard work, we can finally state a complete characterization of the quantum
capacity!

Theorem 13.10. The quantum capacity of a quantum channel is given by

Q(®) = lim lIc(<1>®").

n—oo n

Proof. By Theorem 13.6 we have

Q(®) < lim L I,(3%"),

n—oo N

On the other hand, it is clear that

e—=~0n—oon e—0m—o00 N
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1 1
= 2 e (I)(Xm Xm

1
Z E Ic(q,@)n)
using Theorem 13.9 in the last inequality. Taking n — oo we conclude that

Q(®) = lim llc(tI)@”).

n—oo M

O]

While this is a beautiful theorem, quantum information theorists sometimes feel unhappy
about this result. The reason is that it does not directly give an easy-to-compute quantity:
I.(®®™) involves an optimization problem over a space exponentially large in n, and one has to
take a limit of n to infinity. .. For certain channels, the coherent information has the property
that I.(®®2?) = 2I.(®) (in which case one says that the capacity is additive). In this situation
we immediately see that we get the much nicer formula Q(®) = I.(®). However, there exist
examples of channels for which I.(®%?) > 2I.(®) and this simplification does not occur.

13.3 Exercises

13.1 Repetition code: |[MW: Missing.|

13.2 Trace distance and normalization: Let ps € S(A) and let P4 € PSD(A). Suppose that
lpa — Pal|1 < e. Show that |tr[P4] — 1] < e, and use that to show that for

[pa —oal <e.

13.3 Averaged trace norm: Suppose X4 € Lin(A) is Hermitian, P4 € Lin(A), and Uy is drawn
from the Haar distribution on U(A). We would like to compute

Ey || PAUAX AU P 1.
(a) Show that there exist positive operators X} and X such that
[ Xally = tr[X3] + trX4]
and
|PAUAX AU PL|1 = tr[PaUsX UL P + tr[PaULX ;U P
(b) Show that

tr[ P} Pa)

EUHPAUAXAULPMM = Al

[ Xall-

(c) Verify Eq. (13.10). Note that the random unitary acts on the typical subspace.

211



Lecture 14

Quantum key distribution

We will now shift gears to one of the most important applications of quantum information
theory: quantum key distribution. This is a powerful application of quantum information theory
to cryptography. The most basic scenario of cryptography deals with two parties want to
communicate some message, which they wish to keep secret from any other parties. However,
they can only use means of communications where there is the risk that someone intercepts their
message without them knowing it (perhaps they send a letter, and someone could open the letter
halfway towards its destination). If the message is encrypted in such a way that only the sender
and the legitimate receiver are able to understand the content this does not pose a problem.
Throughout history, a wide variety of cryptosystems has been invented which are such that
the encoded message (at least at first glance) looks unintelligible. For instance, the sender and
receiver could have some secret dictionary and have a code word for each real word. A problem
with such an approach is that if there is a sufficiently large amount of encoded data available to
the eavesdropper, she will at some point be able to see patterns in the encoded messages and
start to learn the actual encoding. Indeed, one of the birthplaces of information theory and
computing theory has been the Polish and British effort to break German cryptography during
World War II. Large-scale secure cryptography is a cornerstone of modern digital technology: we
want to be able to send private and sensitive information over digital communication channels.
We will give a short (and superficial) introduction to some relevant concepts from cryptography,
and then describe how quantum information theory can help!

14.1 Cryptography

A central concept in cryptography is the notion of an adversary, who is trying to discover the
secret message. We will call her Eve, for eavesdropper. As usual, we furthermore have Alice and
Bob, who are honest parties and want to communicate a secret message. We will assume that
Eve can do whatever she wants with the communication she intercepts. For instance, if there is
some noise on the communication channel, we must assume that Eve controls the noise and all
information leaking into the environment (so Eve is both eavesdropper and environment).! Eve
also is assumed to know precisely the details of the protocol Alice and Bob implement. This is
an important principle in cryptography: one could do cryptography by keeping the encoding
and decoding procedures secret (as opposed to using for example open source software), but this
means that the secrecy could be compromised when information about your protocols is leaked.
So, for security of a protocol, we should know that the eavesdropper knows the protocol (e.g. she

!This is a fundamentally different perspective than the one usual in physics, where in Einstein’s words one
might believe that “Raffiniert ist der Herr Gott, aber boshaft ist er nicht”.
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has access to the same open source software). What can Alice and Bob achieve in this scenario?

The one-time pad

Fortunately, there is a simple and perfectly secure way for Alice and Bob to communicate a
secret message, the so-called one-time pad. Suppose that Alice wants to send a message to Bob,
which she has encoded in a bitstring m of length m. Furthermore, suppose that Alice and Bob
share a key, which is a string k of m uniformly random bits, and which is such that the key k is
not known to Eve. Then Alice can simply send over the encrypted message ¢ = m @ k. Here
@ denotes bitwise addition modulo 2 (also known as the parity). Bob can simply decode by
m=c®dk.

Example 14.1. Suppose that Alice has message m = (010010) and key k& = (101011). Then the
encrypted message c is given by:

m 0 1 0 0 1 0

k 1 0 1 0 1 1
c=maek 1 1 1 0 0 1
cDk 0 1 0 0 1 0

so Bob indeed decodes the message m correctly.

This is perfectly secure: if the key is chosen uniformly random, then it is easy to check that for
any message m, the encrypted message c is uniformly random. Indeed, let ¢ be an arbitrary
bitstring, then k = m @ c¢ is the unique key such that if we encode with k we get ¢, m ® k = c.
Since the key is uniformly random, the code word is also uniformly random. This implies that if
the key is unknown to Eve

I(M:C)=0,

so she obtains no information about m from c¢. Note that Eve is assumed to know precisely
the encoding and decoding protocol Alice and Bob use, but she does not know the value of the
key. One issue is that the length of the key has to be equal to the information content of the
source (as you may show in Exercise 14.1). So, it is for instance not secure to reuse the same key
multiple times (this is why it is called a one-time pad), as in that case Eve can start to extract
information from the code word about the key (and hence the message).

Key generation protocols

The above discussion shows that the task of secure communication reduces to the task of
establishing a good key. A significant challenge is that the amount of key we have to establish
equals the length of the actual message we want to send. It may seem like we did not make
much progress: if we can not communicate securely, how do we generate the key? Of course, one
option would be to somehow pre-establish the key (say, Alice physically goes over to Bob and
leaves him some large amount of key). This is possible but often not practical. What we would
ideally like is public key distribution, where Alice and Bob are able to use a public channel to
communicate (so Eve can see what they send) and they are nevertheless able to establish a secret
key. Fortunately and perhaps surprisingly, there are known methods for doing so. The known
classical methods for public key distribution are based on computational hardness of certain
problems. In this case, the key generation is only secure if we assume that Eve is restricted
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to have only limited computational power. In practice this is often reasonable (i.e. we have
computational problems which can not be solved by a supercomputer with the best known
algorithms within a reasonable time). Nevertheless, it can be problematic! For instance, suppose
that one has a secret that needs to stay secret for multiple decades. It is quite possible that in
the meantime there are significant advances in either algorithms or hardware, allowing Eve to
break the secret. A dramatic example is given by quantum computation. Many of the methods
currently used for public key distribution are based on the hardness of number-theoretic problems,
and in particular on the hardness of factoring large numbers which are the product of two primes.
Quantum computation would be able to efficiently solve these problems using Shor’s algorithm,
breaking a substantial part of current cryptography. There do exist candidates for computational
problems which can be used for public key distribution for which we do not know efficient
quantum algorithms. This so-called post-quantum cryptography will not concern us here. We
will discuss another direction, where quantum information theory offers us a fantastic possibility:
generating key which is information-theoretically secure! This is known to be impossible using
only classical communication.

There are two frameworks for quantum key distribution. The first is consists of entanglement-
based protocols. Here, the set-up is as follows:

e Alice and Bob receive a state pap from some untrusted source.

e Alice and Bob can communicate through a classical channel, which is a public authenticated
channel?®. This means that anyone can see the information transmitted over the channel (it
is public) but it can not be altered by Eve (authenticated).

Alice and Bob then perform some appropriate measurements, and distill a key from the measure-
ment results.

Source pApE

L e

X X

Alice Bob
Authenticated classical channel

Alternatively, Alice and Bob can use a prepare-and-measure protocol, in which

e Alice and Bob can communicate using a quantum communication channel, allowing them
to send qubits over to each other. This channel is untrusted, in the sense that we assume
that Eve has access to the channel and can do with it whatever she wants.

e Alice and Bob can communicate over a classical channel, which as before is public and

authenticated (so Eve knows what is being communicated but does not change the messages).

The idea behind the protocol is that Alice sends over qubits in different bases, and only announces
the choice of basis after Bob has received and measured the qubits.

2There are cryptographic means to make an untrusted channel (which can possibly be manipulated by Eve)
authenticated. This requires a relatively small amount of key. Quantum key distribution therefore requires a
small initial amount of key.
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Eve

A T B
PA PuBE X
Alice Bob

Authenticated classical channel

The problem for Eve is that she does not know in which basis she has to measure in order
to discover the information Alice sends over. If Eve eavedrops and she chooses to measure the
communicated qubits and measures in the wrong basis, she will disturb the state. This will
allow Alice and Bob to detect her presence as soon as she gains significant information about
the key, in which case they abort the protocol. One of the quantum principle that ensures the
possibility of quantum key distribution is the no cloning theorem (Theorem 5.4): Eve is not able
to intercept the communicated qubits and make a copy of them and store them. Quantum key
distribution achieves secure public key distribution (which is classically not possible) and this is
one of the most important practical applications of quantum information theory. Additionally, the
prepare-and-measure protocols are not too complicated and only require the ability to send single
qubits from Alice to Bob, for instance encoded in photons, making quantum key distribution
practically feasible with current technology.

Requirements for quantum key distribution

Let us now make formal what information-theoretic security means for a quantum key distribution
protocol. We will make three natural requirements, stating that the protocol gives a correct key,
that the key is secret, and that in the absence of Eve the protocol is not aborted. In these three
requirements we allow a small probability of error.

Correctness: If we denote by k4 and kp the key generated by Alice and Bob respectively,
then we should have k4 = kp. We allow the possibility that the protocol is incorrect with small
probability. We say that a key generation protocol is ecope-correct if

PI’(k‘A 7& kB) < Ecorr-

Secrecy: The second demand is that the key is secret (so Eve does not know what it is). Again,
we allow a small error (so Eve could potentially learn a very small amount of information about
the key). If Eve knows nothing about the key, then the state at the end of the protocol must be a
product state between her and Alice and Bob. Moreover, the key should be a (nearly) uniformly
random choice from the set of possible keys (which is for instance bitstrings of length m). That
is, the key, say on the side of Alice, should be a maximally mixed state

1
TA=) W|/cA><1<:A\.
ke

We say that the protocol is egec-secret if

(1 _pL)T(pAE; TA® pE) < Egec
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where pap is conditioned on not aborting the protocol and pt is the probability of aborting the
protocol. The reason that the factor 1 — p is present is that in the situation where the protocol
aborts with probability very close to 1, it may be possible for Eve to learn the key. It would be
too restrictive to demand that if one conditions on the unlikely event that the protocol does not
abort, Eve still does not learn anything about the key.

Robustness: There is a final requirement, which is essentially that the protocol should work
well in the ideal case where Eve (or any noise) is absent. So, we say that the protocol, in the
absence of noise or Eve should be such that the probability of aborting p* is small: the protocol
is d-robust, if p= < § in the absence of Eve (or noise).

A quantum key distribution protocol is secure if we have a family of protocols of increasing
length n, such that for sufficiently large n, the values €corr, Eseer and 6 can be made arbitrarily
small.

14.2 Entanglement-based protocol

In an entanglement-based protocol, Alice and Bob receive a state from an untrusted source. The
source of the state can be realized in different ways. For instance, it could be that Alice simply
prepares a state locally, and sends part of it over to Bob over some quantum channel. Note that
in this situation we can not assume that the state Bob receives really is the state as prepared by
Alice, as it can have been manipulated by Eve.

To get an idea of how we may achieve a secret key, we will first describe two protocols which
are incorrect, but which illustrate the basic ideas underlying quantum key distribution.

Shared entanglement can generate key

First of all, supposed that Alice and Bob share a maximally entangled qubit state pap = |<I)JAf B)
Then, since the state is pure, they know that they must be uncorrelated with Eve, i.e. the total
state papp must be given by

paBE = [P ) ()5 @ pE.

Now, if they simply measure in the standard basis they get a correlated random bit which is
uncorrelated with Eve, i.e. they precisely get one bit of key. So, if Alice and Bob share a
maximally entangled state, they can generate a perfectly correct and secret key! However, the
source is of course assumed to untrusted. If the protocol is just measuring in the standard basis,
but the state was not a maximally entangled state Alice and Bob could be deceived by Eve, so
this simple approach does not give security.

Next, let as assume that Alice and Bob receive a state of n qubits, and the state is 11D,
so they receive a state pff%. Again, this is not a good assumption since it strongly limits the
possibility of what Eve may do. If we nevertheless assume this, Alice and Bob can simply perform
the following protocol:

(a) Alice and Bob use LOCC on the first NV < n qubits in order to accurately determine which
state pap they have n copies of.

(b) They then apply an entanglement distillation protocol (as we have seen before), extracting
maximally entangled states at rate —H (A|B).

(c) Finally, they measure to obtain a secret key.
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Note that Alice and Bob use the authenticated channel to send classical information to learn the
state and to perform entanglement distillation. This classical communication is not secret, but
Eve can also not mislead them by changing the information they send. Under the restrictive
assumption that the starting state is of the form p%%, this gives a secure protocol!

Verifying entanglement

This is where the second idea comes in. We need a way for Alice and Bob to verify that the
shared state is maximally entangled, or close to it. We can use the ideas of Lecture 3 for this!
Suppose that Alice and Bob receive a state on n qubits each. In the ideal version, this state would
be maximally entangled. What Alice and Bob do, is that they randomly pick a N subsystems
and play the CHSH game on these copies of the state, using the public authenticated channel. If
they win with probability close to %(1 + %) the state on these N qubits must have been the

maximally entangled state (or close to it). Since they chose the N qubits randomly, this implies
that the whole state must have been close to a maximally entangled state. They can use the
other n — N qubits to generate a secret key. Note that the measurement outcomes on the N
qubits used in the CHSH game can not be used as key, since the measurement outcomes have
been communicated over a public channel. If Alice and Bob do not win the CHSH game with
high enough probability, they abort the protocol. To make such a protocol concrete, consider the
following qubit basis, depending on an angle 6

10 = cos(0)|0) +sin(0)[1) 1) = —sin(0)|0) + cos(6)[1). (14.1)

These are such that in the CHSH game, as discussed in Lecture 3, Alice measures either using
§ = 0 (the standard, or Z-basis |0), |1)) or § = % (the X-basis |[+),|—)) and Bob measures using
0 = 5 or @ = —%. Now, the protocol will be that for each qubit Alice randomly takes ¢ to be one
of 0, 5, 7 and measures in the corresponding basis, i.e. she chooses an angle 64 ; for i =1,...,n.
Similarly, Bob randomly chooses an angle 6p; from %,0, g for the i-th qubit and measures in
that basis. Alice and Bob then publicly communicate their choices of measurement basis 04 ;,

Op,; for i =1,...,n (but not the outcomes). They then sift the qubits into three sets
{1,...,’0}:]1U12U13

The first set I; consists of qubits for which they chose the same basis, so either 04 ; = 0p; =0
or 04, =0p; =g for i € I;. The second set Iy consists of those qubits for which they chose a
measurement basis corresponding to the CHSH game, i.e. 04; € {0, 7} and 6p; € {—%, g} for
i € I3. Finally, I3 is what is left over, and is discarded. Alice and Bob then publicly communicate
the outcome of the measurements on Iy and use these to ‘play’ the CHSH game. Note that in
this setting there is no external referee, but Alice and Bob treat their own random choice of
measurement bases as the questions of the game. If the fraction of qubits for which Alice and
Bob win is close to the optimal quantum winning probability w*(CHSH) = (1 + %), Alice
and Bob know that their state on Iy was closely to maximally entangled. However, we really
want to know something about the qubits in I;, which we are going to use to generate the key!
The reason that we do in fact also learn something about I is because the sets I; and I, are
random. When distributing the source, Eve does not know which qubits are going to be the
‘check’ qubits in 15 and which ones are going to be the ‘key’ qubits of F;. In order to pass the
test, the states in F; have to be close to maximally entangled states, but because of the random
choice of subsystem this can only be achieved if all qubits are sufficiently close to a maximally
entangled state.
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Classical post-processing

We conclude from the previous that if Alice and Bob win the CHSH game with probability close
to optimal, they will a state which is close to maximally entangled. The would like to use the
measurement outcomes from I as the secret key. Let [ = |I1| and denote by 2! = (x1,...,1;) and
y' = (y1,...,y) the bitstrings of measurement outcomes of Alice and Bob. Alice and Bob will get
mostly the same outcomes when they measure in the same basis on I, so x; = y;. However, the
state they share may not be exactly maximally entangled, so there can be some errors and there
will be ¢ such that x; # ;. In order to address these errors, Alice and Bob have to perform a
procedure called reconciliation. Such a procedure is necessary for the correctness of the protocol.
The idea is that Alice and Bob use error correction to reduce the errors, at the cost of making the
key shorter. For example, Alice could take the first two bits and send over their parity x1 & xo. If
1 D x2 # Y1 P y2 Alice and Bob discard these bits. If they are the same, then they may discard
o and yo, and use x1 and s as key bits. Note that from the parity z1 @ x5 alone Eve can not
learn the value of 1. Also, we now have x1 = y; unless we had both x1 # y1 and xg # 9, so
this reduces the probability of error. The process described here is rather inefficient, as it reduces
the key length by at least a factor of two. There are more complicated error correcting codes,
which lead to more efficient reconciliation, reducing the errors at lower overhead.

Finally, as the CHSH game on I only gave us a guarantee that the state was close to
maximally entangled, there can be some (relatively small) amount of correlation with Eve. In
other words, the key is not yet perfectly secure. Fortunately, there is a procedure called privacy
amplification which takes as input a partially secret key and produces a shorter but more secure
key. This is required for the secrecy of the protocol. This is a very important aspect of quantum
key distribution, for now take it for given.

The E91 protocol

The whole discussion gives the so-called E91 protocol, named after its inventor Ekert and year of
invention, 1991.

(a) Alice and Bob receive a state panpn on n pairs of qubits.

(b) Alice measures each of her qubits. She does so by choosing, for each qubits, randomly from
one of the bases in Eq. (14.1) with 6 = 0, T, 7, which gives a bitstring " = (z1,...,,)

(c) Similarly, Bob measures each of his qubits, using random bases with 6 = —%,0, § giving a
bitstring of outcomes y™ = (y1,...,Yn)

(d) Alice and Bob communicate, publicly, their choice of basis (but not the measurement
outcomes) and sift the qubits in the three sets Iy, I and Is.

(e) They communicate publicly the measurement outcomes on the set of qubits in I5. On this
set of outcomes they verify that they win the CHSH game with winning probability close
to the optimal value. If this is not the case they abort the protocol.

(f) They now consider the set I; of outcomes on which they measured in the same basis,
and they use an error correcting code to perform reconciliation on (x;, y;)icr,. With high
probability this leaves Alice and Bob with an equal bitstring.

(g) Alice and Bob now share a key, and they use privacy amplification to distill a secure key k.
While the whole procedure is called quantum key ‘distribution’ it would be perhaps be more
accurate to call it quantum key generation, as it is not the case that Alice can determine what

the key is at the beginning of the protocol and then transmit it to Bob, but rather they end up
with some random key at the end of the protocol.
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Example 14.2. Here we give an example execution of the E91 protocol.

Qubit: ¢ 1 2 3 4 5 6 78 9 10 11 12 13 14 15 16
Angle Alice: 64; |5 2 80 0 20% % % 0 % 0 % T 7
Angle Bob: 6p; |0 0 ¢ ¢ —§ 00 —g £ 0 0 § —% 0 —%

Outcomes Alice: z;JO 0 1.0 1 01 0 O O 1 O 1 1 0 1
Outcomes Bob: y; |1 01 0 0 01 1 1 1 1 1 1 0O 0O O

Alice and Bob communicate their angles publicly. The outcomes in I;, where they measure in
the same basis, are made bold in the above table and the outcomes in I3 which are discarded are
grey. Let us now focus on the check qubits Is. Recall that Alice and Bob win the CHSH game
either if they have the angles 7 and —% and get a different bit, so z; @ y; = 1, or otherwise they
should get the same bit so x; & y; = 0. We get the following:

Angle Alice: 64 0 0 U & 0 =
Angle Bob: 65 ; & == & == = =%
Outcomes Alice: z; 0 1 0 0 1 1
Outcomes Bob: y; 0 0 0 1 1 0
Win CHSH? v X v v v v

While the size is really too small to give a good estimate of the winning probability, we will
pretend for now that this is indeed sufficient evidence that they win the CHSH game with high
enough probability. Then, on the qubits in I, Alice and Bob perform one step of error correction:

1
1

1
1

Outcomes Alice: z;

Outcomes Bob: y;

Parities Alice: x9;,_1 @ x2;

A= =

Parity check?
Key k:

1
1
0
Parities Bob: y2;—1 @ yo; 0
v
1

Here, we used the error correction procedure where Alice and Bob check for pairs of bits whether
they have same parity. If they do not, they discard the pair. If they have the same parity they
take the first bit of the pair as the key bit. All together, we have established one bit of key! Of
course, this should really be done with a (much) larger number of qubits, and should be followed
by a final privacy amplification step to ensure security.

In general, if we use this protocol, starting with n qubits, the expected number of qubits in
L is %, so the check qubits (for playing the CHSH game) are only a small overhead. The final
remaining number of bits of key depends on the estimate how close the state was to maximally
entangled (the larger the error, the more expensive the reconciliation and privacy amplification
are).

14.3 Prepare-and-measure protocol

We will now describe the famous BB84 protocol, named after its inventors Bennett and Brassard,
and the year of its invention, 1984. We now assume that Alice and Bob have access to an
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(unreliable) quantum communication channel, as well as a public authenticated classical channel.
There are various protocols possible in this setting, the BB84 protocol proceeds as follows:

(a) Alice generates two uniformly random bitstrings a™ = (a1, ..., a,) and 2" = (x1,...,2y,)

()

(e)

(f)

and for i = 1,...,n, Alice sends over

1 (1 1
H%|z;) where H=— :
V21 -1

That is, a; determines whether she sends a bit in the |0), |1) basis or in the |4}, |—) basis
and z; determines which basis state she sends.

Bob also generates a uniformly random bit string ™ = (by, ..., by). If b; = 0 he measures in
the standard basis, if b; = 1 Bob measures in the |4) basis, giving a bitstring of outcomes

yn = (y17"'7yn)'

Alice and Bob now publicly communicate their choices of basis a™ and b"™. They discard
the outcomes for which a; # b; (the ones in which they measured in a different basis). This
leaves them with the sifted bitstrings =" and y" .

Alice and Bob now randomly divide the sifted indices into I; and I, and they communicate
the outcomes z; and y; for ¢ € I» publicly, in order to estimate the error rate. If the error
rate is too high they abort the protocol.

Alice and Bob use an error correcting code to perform reconciliation on (z;,y;)icr, to make
sure the key is correct.

Alice and Bob use privacy amplification to improve the security of the resulting key k.

At what rate does the protocol establish key? The sifting approximately halves the length of
their bitstring. Alice and Bob will also use half of the sifted bitstrings to estimate the error rate.
So, after (d) Alice and Bob are left with approximately bitstrings of length %. The length of the
final key depends on the amount of error: if the error is very small they only have to do little
reconciliation and privacy amplification.
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Example 14.3. Let us see an example execution of the BB84 protocol.

Qubit: 1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Basis choice Alice: a; | 1 1 1 0 0 1 0 1 O 1 0 1 1 0 1 1
1
1

State choice Alice: ;| 0 0O 0O O 1 0 1 0 1 0
Qubit sent over | |4) [=) [+) [0) [0) [+) [1) [0) |+) |+) [1) |+) [=) [0) [=) [+)
Basis choice Bob: b;

0
Outcome Bob: y; 0
X

1 1 0 0
1 0 1 1
X v v X

X |~ |~
N|o| -

0 1 O
1 1 1
v v X

X |~ |~
N I

0
0
X

Same basis: a; = b;?

Of the remaining qubits Alice and Bob random choose half of the remaining indices I to
represent the key generating bits with which we have made bold. The remaining bits in I5 are
check bits.

Bits Alice: x; 1 0 0 1 0 1 0 1
Bits Bob: y; 1 1 0 1 0 1 1 1
Same outcome check bits? X v v v

Alice and Bob find that there is a single error in the check bits (that is of course already quite
a lot on four bits, but let us assume for now that this is good enough to proceed). They are left
with bits in I; and they perform a round of reconciliation to correct remaining errors.

1
1

0
1

Outcomes Alice: z;

Outcomes Bob: y;

Parities Alice: x9;,_1 @ x2;

X | ol |Oo|O

Parity check?
Key k:

1
1
0
Parities Bob: y2;_1 @ ya; 0
v
1

So, they are again left with a single bit of key. As in Example 14.2 Alice and Bob should really
perform the protocol with a much larger number of qubits, and they will perform a privacy
amplification step at the end.

The intuition behind the BB84 protocol is that information gain implies disturbance. Indeed,
suppose that we take the perspective of Eve. One approach that she could take to eavesdrop is
to try to distinguish the states |0), |1), [4+) and |—).

Lemma 14.4 (Information gain implies disturbance). Suppose pa = |¢a){(¢da| and o4 = |1pa) (P 4|
are non-orthogonal pure states on a Hilbert space H . Consider a channel ® o_, ax which is such

that

trx[®asax(pa)] =pa  and  trx[®aax(oa]) =04

then

tra[®aax(pa)] = tra[®asax(oa)l
Proof. Consider a Stinespring isometry V € Isom(A, AXE) of ®4_,4x. Then let |¢paxp) =
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V|pa) and |axg) = V]ia). By assumption, the reduced states on A are pure so these must be
product states

|baxe) = |pa)|uxe) and [Yaxe) = [Ya)|vxE).
Also, since V' is an isometry

(palpa) = (PaxplPaxe) = (palva)(uxelvxe)

which implies <UXE’"UXE> =1so ‘UXE> = ’UXE>- ]

This shows that whenever Eve tries to distinguish non-orthogonal states she will disturb the
system. The above lemma can be made more quantitative, see for instance Exercise 14.4. In
general, the more Eve learns, the more she disturbs the state and Alice and Bob will be able to
detect this disturbance if Eve learns too much. For actually proving that the BB84 scheme is
secure this does not yet suffice, as Eve is not restricted to attempts to distinguish the individual
qubits: she can perform any quantum channel on the communicated qubits!

The BB84 protocol, and other prepare-and-measure approaches have some practical advantages
over entanglement-based protocols: it is often easier to send over qubits one-by-one rather than
establishing a joint entangled state. However, for proving security it is useful to reduce a prepare-
and-measure protocol to an entanglement-based protocol, which can always be done. The BB84
protocol for example can be turned into an entanglement-based protocol in the following way:
(a) Alice prepares n maximally entangled qubit states \CD;E )& locally.

(b) She chooses a random bitstring a™ = (az, ..., a,) and applies @) ; H* on the A™ system.
()
(d)

Alice sends over the B-systems to Bob, who signals he has received the quantum state.

Alice divides into two sets Iy and I5, and she publicly communicates a; to Bob for the
check qubits i € I5.

(e) Bob measures the qubits i € Is. He measures in the |0),|1)-basis if a; = 0 and in the
|+), |—) basis if a; = 1.

(f) Alice and Bob check how much error there is on the I measurement outcomes, if it is too
high they abort.

(g) Alice and Bob perform entanglement distillation, so they obtain a (near) maximally
entangled state.

(h) Alice and Bob measure this state in the standard basis.
For the entanglement distillation step, they could in theory use the decoupling approach for

entanglement distillation. In practice there are more convenient quantum error correcting codes
which can be used for this step.

14.4 Exercises

14.1 Key rate: The goal of this exercise is that for information-theoretic security, the one-time
pad is optimal, and the length of the key is at least the amount the information of the
message. Suppose that we have a source M, a key K and an encoding C' which depends on
K and M.

(a) Argue that in order for the message to be perfectly securely encoded we want I(M :
C) =0.
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14.2

14.3

14.4

(b) Argue that in order to be able to exactly recover the message M from the encoding C' if
you know the key, we need H(M|CK) = 0.

(c) Show that if we want C to be securely encoded, and we want to be able to recover C
from K and M, we need H(K) > H(M).

(d) Argue that this is even the case if the code word C' is a quantum state (but the key K
and the message M are still classical).

Security definition: Suppose that Alice and Bob perform a quantum key distribution
protocol, with Eve eavesdropping. Let piagsE be the final state, assuming the protocol has
not been aborted. That is,

pass

Pive= > pa(ka, kp)lkakp)(kaks| ® pi"®
ka,kpe

where pap(ka, kp) is the probability that Alice and Bob generate keys k4 and kp respectively,

and pl;f"kB is Eve’s final state in this case. We say that the key distribution protocol is

e-secure if
(1- pL)T<pZ§SE,wAB ® p%ass) <e,

where wap = ﬁZKE]C]KKMKIﬂ

(a) Define the state 0 4pp similarly to pia];SE, except afterwards Bob has thrown out his state
and copied Alice’s key. That is,

oape =Y paplka,kp)lkaka)(kakal @ pit"® .
ka,kpel

Show that

asSsS ]'
TP pg 0ABE) < L Pr(ka # kg) .

(b) Next, show that
T(oaBE,waB ® pE) = T(py ,wa @ 0oE) .

(c) Deduce that if the protocol is €cop-correct and €gec-secret then it is (€cor + €sec)-secure.

Quantum one-time pad: Let (ki,k) € {0,1}2 be a key. The quantum one-time pad
encodes a single qubit A as

pa > Xk zkep k2 Xk

(a) Explain why this allows perfect decoding if one knows the key.

(b) Show that if one does not know the key and the key is uniformly random, the encoded
state is the maximally mixed state.

(c) Show that one needs at least two bits of key to encode a qubit. Hint: use Ezercise 14.1
and superdense coding.

Quantum money: What does a bank do? They issue money, say in the form a piece of
paper, a banknote, and when someone comes to the bank with a legitimate banknote, the bank
confirms that this represents a certain value. The bank needs to make sure that Eve does not
forge any money! The bank could give serial numbers to all the notes they print. However,
Eve can just copy a real serial number and use this to print fake money. .. Fortunately
quantum mechanics offers a solution!
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14.5

(a) Consider the following protocol: the bank takes two random bitstrings a” = (a1, ..., an)
and =" = (z1,...,T,) and prepares n qubits, where the i-th qubit is in state H%|x;).
The bank hands these qubits, together with a unique serial number, to the customer.
This is a ‘quantum banknote’. If the customer returns to the bank, how can the bank
verify that the customer has a valid banknote?

(b) Explain (on an intuitive level) how no-cloning prevents Eve from forging a banknote.

We will show that a natural type of attack by Alice has small chance of succeeding. The
goal of the attack will be for Eve to create from one banknote a second banknote such that
both notes are accepted by the bank. The forging attempt will be the following. She tries
to perform a quantum channel on each qubit separately. Ideally, this channel would clone
the state, but we know this is impossible. In other words, the ideal channel Eve wants to
construct is a cloning channel ®4 , 4 where A, F are qubit systems and

Pasap(|9a)(dal) = |pa)(Pal ® [¢5)(dE|

for [¢) = 10), 1), [+), ).

(¢) Consider the following test for whether Eve has succesfully fooled the bank: the bank
measures whether the final state is [1)4)|1)E) or not. Argue that the probability ppass of
passing thist test, given that the qubit is |z) for a random z € {0,1,+,1} is given by

1
Ppass = Z Z<£UA‘<$A|(I)(‘£E’A><$AD’3UA>‘ZUA>
z€{0,1,+,1}

Show that if J(®) is the Choi matrix of ® 4, 4p then

o=y 0 el (@)

1176{0711"'_)1}

(d) Let Q = i2x6{0,1,+,1}|x><x|®3' Show that [|Q]lsc = 2.

(e) Show that the probability ppass of Eve passing the test given a state randomly chosen
from [0), [1), |+, |—) is at most 2. Hint: use Eq. (6.3). What is ||J(®)||1?

(f) Conclude that the probability that Eve (using a strategy of this type on every qubit)
manages to produce a quantum banknote of length n which passes the test at the bank
is at most (2)".

Remark: This scheme historically predates quantum key distribution and was proposed by
Wiesner. It already contains the main conceptual idea of quantum key distribution and was
one of the sources of inspiration for the BB84 protocol. What makes it (currently) practically
infeasible is that it requires the certificate to remain stably in the correct quantum state over
a long time. Quantum key distribution has the practical advantage that Bob can immediately
measure the quantum systems and never has to store quantum information for a long time.

Security from entanglement: Show that if Alice and Bob share a state pap which is close
to the maximally entangled state, so

P (paB; |®}p)(®hpl) <e

then measuring in the standard basis gives a key which is e-secure and e-correct.
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Appendix A

Linear algebra

Most of the mathematics involved in quantum information theory and quantum mechanics more
generally is linear algebra. We will now set up notation and review some of the crucial basic
notions in linear algebra. Unless mentioned otherwise, all vector spaces are complex vector spaces.
We will first introduce bra-ket notation. Then we discuss important classes of linear operators:
Hermitian, positive, unitary and isometric operators. Next, we define the tensor product.

We denote by C? the Hilbert space of column vectors over the complex numbers

Vd—1

where v; € C and with the standard inner product

d
(vjw) = Z Tjw; .
i=1
d-1

If H is an arbitrary Hilbert space with dim(#) = d we may choose an orthonormal basis {|e;)};_,
for H, that is

(eilej) = dij

where §;; = 1 if i = j and &;; = 0 otherwise.! We may then use this basis to identify H with c
with the standard inner product. Throughout these lectures, a basis will always be understood
to be an orthonormal basis.

In these lectures we will use bra-ket notation. We write vectors in H as [¢) (a ‘ket’) and we
write a ‘bra’ for the dual vector (| € cH* which is the functional on H mapping

) = (¥]d).

The logic of this notation is such that composing a ‘bra’ (1| with a ‘ket’ |¢) gives the ‘bracket’
inner product (1|¢), so

Wllo) = (Plo).

!We let indices run from 0 to d — 1 here, because in the special case d = 2 we would like the labels 0 and 1 to
correspond to a bit.
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This is perhaps a little abstract, but as we will explain below you can always think of [¢) as a

column vector and (¢| as a row vector.
In the special case where H = C? we introduce the following notation for the standard basis:

1 0 0
0)=1|0 1)=10 |d—1) =
0 0 1

If |4} is the column vector

Yo
V1
) =1 .
Ya—1
then we may also write this as
d—1
) = ahild)
i=0

The dual vector (1| is a row vector and is given by

Wl= (%0 o1 - Taa)-

Note that a column vector can also be read as a d X 1 matrix, and a row vector as a 1 X d matrix,
and the inner product is obtained by multiplying these matrices.

In general, we can always choose a basis to identify H with C? for d = dim(H). If ¥ =
{leo),---,|es—1)} is a (fixed choice of) orthonormal basis we usually write |i) := |e;), and we can

expand any |¢) € H as

d—1
1=0
where ¢; = (i|¢)). The dual (row) vector is
d*li
W= il
1=0

An inner product satisfies the Cauchy-Schwarz inequality: for any two |¢),|¢) € H

(@I} * < (dl9)(W]w) (A1)

with equality only if |¢) is proportional to |¢)). The norm of a vector is defined by |||¥)|| = v/ (¥|¥),
so this can also be written as

(ol < [l [[T)]-
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A.1 Linear maps and matrices

Given a Hilbert space H = C? and KL = C¢ we denote by Lin(#H, K) the set of linear maps from H
to IC, which after a choice of basis may be identified with the set of complex e x d matrices. We
abbreviate Lin(H, ) = Lin(#). We write im (M) for the image of M € Lin(H, K) and rank(M)
for its rank (which is the dimension of im(M)). We let 1 denote the identity operator.

The trace of M € Lin(H) is computed by choosing a basis ¥ of H and summing the diagonal
entries of the matrix representation of M. In bra-ket notation we write

tr[M] = (il Mli).
1€EX

This does not depend on the choice of basis and it has the important cyclicity property, meaning
that for any operators M € Lin(H,K) and N € Lin(KC,H) we have tr[M N] = trf[NM]. An
important special case is where N = |¢)(¢| for |[¢)) € H and M € Lin(H)

tr[MN] = (| M[y)). (A.2)
If M € Lin(H), and if we are given a nonzero |¢) € H and A € C such that

M) = Al)

we say that |¢) is an eigenvector of M with eigenvalue .
Given M € Lin(H1,Hz2) we may choose bases X1 and g of H; and Ho respectively and
expand M as

M= Mli) (]
1€ jEX

where the coefficients M;; are the matrix coefficients and are given by M;; = (i|M|j). The
adjoint of a linear map M € Lin(Hy,Hs) is the operator Mt € Lin(Hz,H1) which is such that

(V|M]g) = (g| M)
for all [¢)) € Ha and |¢) € H1. In bra-ket notation,

MY =73 M)l
1,
The transpose of M is defined by

T “ /.
M =" My|j)l.
1,J

In particular, the adjoint is the conjugate transpose MT = M. Note that the transpose depends
on the choice of basis, whereas the adjoint does not. If M € Lin(Hz,H3) and N € Lin(H1, Hz)
we have (MN)T = NTMT,

Hermitian operators

An operator M € Lin(H) is called Hermitian (or self-adjoint) if M = MT. After a choice of
basis, this means that the associated matrix has diagonal entries M;; which must be real, and
M;; = m for i # j. Hermitian matrices have the property that they have real eigenvalues and
one can find a basis of eigenvectors. This result is very important in quantum mechanics!
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Theorem A.1 (Spectral theorem for Hermitian operators). Suppose M € Lin(H) is a Hermitian
operator and dim(H) = d, then there exist real numbers \y > Ao > --- > A\g and a basis {1/}1}?:1
such that

d
M =" Nilapi) (Wil. (A.3)

=1

The \; are the eigenvalues of M, and the [¢;) are eigenvectors. We will also call the set
{)\i}gzl the spectrum of M. Theorem A.1 is equivalent to the fact that a Hermitian matrix can
be diagonalized using unitary matrices, and the resulting diagonal matrix has real values.

The spectrum is uniquely determined by the matrix, but the eigenvectors [¢);) need not be
unique if the spectrum is degenerate. For instance for the identity matrix we have

d
=" [t (Wil
=1

for any choice of basis.

The spectral theorem is a useful way to define functions of operators. Note that if M is an
operator, there is a natural way to define the operator M¥ for integer k (just compose the matrix
k times). What about v/M?

For a Hermitian operator M and some single-variable function f we may take a spectral
decomposition as in Eq. (A.3)? and we may define f(M) by applying f to the spectrum

d

FOM) = FO0) i) (3l (A.4)

=1

This only requires that f is well-defined on the \; (for instance, for the square root function v M
one requires that A\; > 0).

Positive operators

An operator P € Lin(H) is positive semidefinite (abbreviated as PSD) or simply positive if
for all |¢p) € H we have (| P|y)) > 0. We denote the set of all positive operators on H by
PSD(#H) and we will also write P > 0 for P € PSD(#). Similarly, we can also define a positive
definite (PD) operator P € Lin(H) by demanding that for all nonzero |¢)) € H we have the strict
inequality (| P|¢) > 0. We denote the set of PD operators on H by PD(#) and write P > 0 for
P € PD(H). The following result provides a number of different characterizations of positive
matrices.

Lemma A.2. Let P € Lin(H). The following are equivalent:

(a) P is positive, i.e. (1|Plp) >0 for all |¢p) € H.

(b) P is Hermitian and all eigenvalues are non-negative.

(¢) There exists M € Lin(H, K) such that P = MTM for some Hilbert space K.
(d) For every @ € PSD(H) we have tr[PQ] > 0.

2This method of applying functions to operators can be extended to the broader class of normal operators for
which ATA = AAT, by generalizing the spectral theorem to this class of operators. We will not need this. [MW:
Might be nice to do, so that it also applies to unitaries.|
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The proof is Exercise 1.16. Note that in particular positive matrices are Hermitian which is
not obvious from the definition. The following is an easy consequence of Lemma A.2.

Corollary A.3. If P € PSD(H) and M € Lin(H, K), then MPM' € PSD(K).

Proof. By Lemma A.2 P = NTN for some N € Lin(H,H’). Then
MPM' = MNTNM' = (NMHT(NMT)
and again by Lemma A.2 MPM' > 0. O

The notion of positivity give rise to an order relation on matrices where we say that P < @ for
P,Q € Lin(H) if @ — P > 0. For example, P < a1 for o € Ris equivalent to P being Hermitian
and having eigenvalues all smaller than a.

Unitaries and isometries

V € Lin(H, K) is an isometry if VIV = 1. This is only possible if dim(#H) < dim(K). U € Lin(H)

is a unitary if UTU = UUT = 1 (in which case we must have dim(#) = dim(K)). Isometries are

such that they preserve inner products (this follows directly from the definition) and hence norms

of vectors. This implies that a unitary maps an orthonormal basis to an orthonormal basis.
We denote the set of unitaries on H by

U(H) ={U e Lin(H) : UTU =UUT =1}
and isometries between spaces H and K by
Isom(#, K) = {V € Lin(H,K) : VIV = 1}.

[MW: It would be nice to say that isometries are unitaries if dim(H) = dim(K), but we did not
define U(H, ). Should we?| If V' € Isom(H, K) then we must have d < e, where d = dim(H)
and e = dim(K), and the isometry identifies # with the subspace V(H) C K. If d = e, then
the two spaces are equal. If H C K is a subspace then any isometry V € Isom(#, K) can be
extended to a unitary U € U(K). That is, there exists U € U(K) such that U restricted to H
equals V. You may show this in Exercise 1.13.

Projections

An operator P € Lin(H) is called a projection if P> = P. We will moreover always assume that P
is Hermitian (in other contexts these are called orthogonal projections to make the distinction).
Suppose that {|e;)}/_; is a basis for the image of a projection P. Then

P=> leeil,
=1

as you may show in Exercise 1.12. If M € Lin(H) is Hermitian, then if

d
M= Nilohi) (il

=1
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is a spectral decomposition, we may define the projectors

Pa= > [ (el

A=A

so if we let A denote the set of distinct eigenvalues

M = Z)\PA.

A€A

This decomposition of M is unique.

A.1.1 Singular value decomposition

For certain classes of operators we know that we can diagonalise the operator (i.e. choose a
basis in which the operator is diagonal), in which case the values in the diagonal matrix are
the eigenvalues of the matrix. Indeed, the spectral theorem in Theorem A.1 shows that this is
the case for Hermitian operators. For arbitrary M € Lin(H,K) (so after choosing a basis the
matrix need not even be square) there is a useful decomposition known as the singular value
decomposition.

Theorem A.4 (Singular value decomposition). Suppose M € Lin(H, K). Then there exist bases
{ei} and {fi} of K and H and a collection of positive numbers sy > -+ > s, > 0 for r = rank(M)
such that

M = Zsi’€i><fi|
—i

Note that MtM and MM are Hermitian (and positive) matrices. It is easy to see that the
nonzero part of the spectrum of MTM and MM is given by the numbers {522} This observation
is key to proving Theorem A.4 and also suggests a way to compute the singular values of a
matrix.

An alternative formulation of the singular value decomposition is that for M € Lin(H, K),
there exist isometries U € Isom(C",H) and V € U(C", K) such that

M=Vsut  §=>sli)il
=1

where we let |1),...,|r) denote the standard basis for C". Note that S is a diagonal matrix with
the positive numbers s; on the diagonal. The isometries U and V can be defined by

U=> ledil V=) Ifiil
=1 1=1

In the special case where M is Hermitian and has eigenvalues \; and eigenvectors [¢;) one
finds a singular value decomposition with s; = |A\;| and |e;) = |[¢), | fi) = sign(\;)|1;) for the
nonzero eigenvalues \;.
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A.2 Tensor products

We now introduce an additional ingredient from linear algebra required to describe combinations
of multiple quantum systems.

Definition A.5. If H and K are Hilbert spaces, their tensor product H ® K is the Hilbert space
which consists of the linear span of elements of the form v ® w for v € H and w € I, subject to
the relations

(av) ® (Bw) = afv @ w for a, 8 € C
(V1 +v2)@UW=v1 W+ v2 W
VR (w1 +w2) =v@w + v ws

for any v,vy,v2 € H and w, w1, wes € K. The inner product is defined by linear extension of the
relation

<1)1 ® wi|ve @ wa) = <U1’v2><w1’w2>

We again use bra-ket notation and write |¢) ® |¢). If we choose bases Xy and Y for H
and K and if [¢) € H, |¢) € K with [¢)) = > o, ili) and [¢) = > .o ¢5]4) € then we may

expand

) @ |¢) =D wigsi) @ |).
.3

This implies that the set {|i) ®|j >}ﬁ’;zl is a basis for H® I (it is easy to verify that these elements

are pairwise orthogonal). In particular, the dimension of the tensor product is multiplicative:

dim(H ® K) = dim(H) dim(K).

This product basis is in most cases a more useful way to reason about the tensor product than the
abstract definition Definition A.5. If 0 and €5 are two finite sets, then by the above construction
of a product basis

ch ®CQQ (o { Z Z ’U1717172‘$1> &® ’x2>}

x1€01 22€Q2

> wle)f=cre

1‘:(1‘1,1‘2)691 X o

1

The tensor product is associative in the sense that if we have three Hilbert spaces Hi, Ha
and Hs, then

Hi1® (He @ Hs) = (H1 @ Ha) @ Hs.

We will therefore identify this with a Hilbert space H1 ® Ho ® Hs, and we may similarly define
tensor products with more factors. In particular, we may identify

(CQl ® (CQQ ® . ® (CQn o~ (CQlXQQX---XQn'
in which case we have a product basis

{len) @ ... @ |zp) : (X1, ., Tp) € D X -+ X Q)
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In particular, if Q = {0,...,dy — 1}, where C** = C% for k = 1,...,n we get the standard
product basis labeled by strings (i1, ...,4,) for it € {0,...,d; — 1}. In bra-ket notation we will
often abbreviate product bases as

We will also use the notation

[9)Y) = |¢) @ [¢) for |¢) € H, [¢) € K

so in many cases we do not write the ®-symbol explicitly. A final piece of notation is that if we
have n > 1 tensor products of the same element we use the shorthand

H" =H®@...0H and [¢9)*" = |[§) ® ... @ |§).

n times n times

Finally, we can also define tensor products of operators. If M € Lin(H1, Hz), N € Lin(K1, K2)
then we can define a linear M ® N in Lin(H; ® K1, Ha ® K2) by linear extension of

(M@ N)|¢) @ [¢) = M|p) @ N|¢p) for all |p) € Hy, [¢) € K. (A.5)

In this way, one can show that Lin(H ® K) = Lin(H) ® Lin(K) as vector spaces. We defined
the tensor product of operators by Eq. (A.5) by its action on tensor product states and linear
extension. Concretely, in terms of a choice of basis for H and K we we may expand M € Lin(H)
and N € Lin(K) as

M =" M;li)(j| and N = Nylk)(l].
i Kl
Then, the tensor product operator is given by
M@N = MyNuli)(j| @ k)1 = Y MiNulik){jl].
i,5,k,l i,7,k,l

The identification |i)(j| ® |k)(I|] = |ik)(jl| corresponds to the isomorphism Lin(H ® K) =
Lin(H) ® Lin(K).
Useful facts about tensor product operators are

Lemma A.6. (a) If P € PSD(H), Q € PSD(K), then P® Q € PSD(H ® K).
(b) For any M € Lin(H), N € Lin(K), we have

tr[M ® N| = tr[M] tr[N].

(c) For any M € Lin(H), N € Lin(K), we have
rank(M ® N) = rank(M ) rank(N).

The proof is Exercise 2.5.

Remark A.7. For any Hilbert space H we have H ® C = H simply by identifying |¢) ® z = z|¢)
for all |¢) € H and z € C. We will often use this identification without comment. We will also
consider operators of the form M ® [¢) and M ® (1| for M € Lin(H) and |¢)) € K. The operator
M ® |¢) : H— H ® K is defined by

(M @ [¢))|g) = M|g) ® |¢h) for all |¢) € H.
The operator M @ (¢| : H® K — H ® C = H is similarly given by

(M @ ())|¢) @ [x) = (WIx)M]@) for all |p) € H, |x) € K.
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A.3 Norms of vectors and linear operators

Here we recall some background on norms. We don’t use bra-ket notation because we discuss
general vector spaces that do not necessary have an inner product. If V' is a complex vector
space, a function [|-|| : V' — R is a norm if

(a) |lv]] > 0 for all v € V, with equality if and only if v = 0,
(b) || Av|| = |Al||v|| for all v € V and A € C, and
(c) the triangle inequality ||v + w|| < ||v]| + |Jw]|| holds for all v,w € V.
If ||-]| is a norm, then d(v,w) := ||v — w|| defines a metric on V', meaning it satisfies
(a) d(v,w) >0 for all v,w € V, with equality if and only if v = w,
(b) d(v,w) = d(w,v) for all all v,w € V, and
(c) the triangle inequality d(v,w) < d(v,u) + d(u,w) holds for all u,v,w € V.

As an important example, if we have a vector

Vo

then we may define its p-norm (or fP-norm) for p € [1,00) as

d-1 ’
o]l = (Zlvil”)

i=0
For p = 2 this gives the standard Euclidean norm, which comes from the standard inner product.

We denote it simply by ||v|| = ||v||2. More generally, for any Hilbert spaces H one can define a
Euclidean norm by the formula ||v|| := /(v|v).

Schatten norms

Since the space Lin(H, K) is a vector space, we can also define norms of operators. We may define
operator norms by taking the p-norm of the singular values of the operator. We will discuss in
Section 6.1 some important special cases, here we give the general definition.

Definition A.8 (Schatten p-norm). If M € Lin(H, K) has singular values (s;)!_; we define the
Schatten p-norm for p € [1,00) by

Y
uMm=<Z}ﬁ :
=1

From the definition of the singular values it is easy to see that alternatively

1

IM1l, = (wl(ara)8])"

Except when p = 2, these are not the same as the p-norm of the vector formed from the
entries of the matrix M with respect to a basis.
If we take the limit of p to co we get the following norm:
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Definition A.9. The Schatten oo-norm, or operator norm |||/~ of M € Lin(H, K) is defined as
M |loo = 1

where s; is the largest singular value of M.

The operator norm can also be defined without reference to the singular values:

[M]joc = max || Mo,
lol=1

where the norms on the right-hand side are the norms on H and K, respectively.
Here are some basic properties of the Schatten norms:

Lemma A.10. (a) The Schatten p-norm defines a norm on Lin(H, K) for all p € [1, 0].

(b) The Schatten p-norm is invariant under isometries: if V and W are isometries |[VMWT||, =
(Ml

(c) We have
T R
1M1l = 1Ml = 1M [l = (],

where the latter two are with respect to any choice of basis.
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Appendix B

Probability theory

Classical information theory models sources as probability distributions. In this appendix we
provide some basic background on probability theory, reminding the reader of a few fundamental
facts.

In most of these notes we are only concerned with probability distributions on finite sets. If we
have a set of outcomes € (which we think of as an alphabet of symbols in the information-theoretic
setting), then probability distributions on 2 are simply given by

Pr(Q) ={p: Q2 — R and Zp(x) =1}
z€Q

To deal with the most general situation for infinite sets one can use measure theory, but since we
work almost exclusively with finite outcome sets we will not introduce this formalism.

Given a probability distribution p € Q, a random variable is a function X : 0 — F where F
is some space. For our purposes, F will either be a finite set, the real numbers R or a vector
space. Given a random variable, it will take outcome e € E with probability

Pr(X=e)= Y p().
flrrme

If E is a set with addition (such as R or a vector space) the expectation value of a random
variable is defined to be

EX =) 2Pr(X =uz)

The expectation value is a linear operation: if X and Y are expectation values on the same
vector space,

E(aX + 5Y) = oaEX + SEY
for scalars a and 3. The wvariance of a random variable X is given by

Var(X) = E(X - EX)* = ) Pr(X =z)(z - EX)”.

It is easy to verify that
Var(X) = E (X?) — (EX)*.

The standard deviation of X is the square root of Var(X).
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Convex functions and Jensen’s inequality

If X is a random variable taking values in R, we may apply a real-valued function f to the
random variable to get a random variable f(X), simply by composition. We may compute the
expectation value of X, and then apply f, to get f(EX), or we may first apply f and then
compute the expectation value to find Ef(X). These are in general different. In the special case
where f is convex or concave, we can relate these two values by Jensen’s inequality. Recall that
a subset I of a vector space V' is convez if for any x,y € I, t € [0, 1] the element tz + (1 —t)y is
also in I (meaning that if z,y € I, the line segment between z,y is also in I).

Definition B.1. Let I be a convex set. A function f: I — R is convex if for any x,y € I and
t€[0,1]

flz+ (1 —=t)y) >tf(z)+ (1 —1t)f(y)

and concave if for any z,y € I and t € [0, 1]

fltz+ (1 —t)y) <tf(x)+ (1 —1t)f(y).

A function is strictly convex (or concave) if we have strict inequality for x # y and t € (0,1).

Note that f is concave if and only of — f is convex. A smooth real-valued function on an interval
is convex if and only if its second derivative is positive everywhere on the interval. Paradigmatic
examples are the function = — 22 on R which is convex, and the function log : R~y — R which
is concave.

Lemma B.2 (Jensen’s inequality). Let I be a convex set and X a random variable taking values
i L. If f: 1 — R is a convex function

If f: I — R is a concave function

If f is strictly convex (or concave) we have equality if and only if X is constant.

For example, the function = — 22 is convex, so
EX? > (EX)?

for any real-valued random variable X. This matches with the fact that Var(X) = E (X?) — (EX)?
is non-negative.

Concentration bounds and limit theorems
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Lemma B.3. Let X be a random variable and let x > 0.
(a) Markov’s inequality: If X takes values in R>g
EX

Pr(X>z) < —.
x

(b) Chebyshev’s inequality: If X is any real-valued random variable,

< Var(X)‘

Pr(|X — EX| > z)

2

The proof is Exercise B.1. This can be used to prove the weak law of large numbers. The law
of large numbers captures the intuitive fact that if you take an average of the outcomes of many
independent realizations of a distribution, with high probability the average will be close to the
expectation value. For example, if we flip 1000 fair coins, then with high probability the number
of heads will not be too far from 500.

Theorem B.4 (Weak law of large numbers). Let (X;);en be an independent and identically

distributed sequence of real-valued random variables with mean p and finite variance 0. Then

d

This can be used to estimate unknown parameters of a distribution. For example, given
independent random variables X; each of which takes value 1 with probability p and outcome 0
with probability 1 — p, we have expectation value p = p and variance 0? = p(1 — p). We may
now give an estimate i of y by taking the average

ﬂ:%ZXi.

=1

1 & o?
fZXif,u > € §—2%0 asn — oo .
n = ne

If we take n > @ we see from Theorem B.4 that the probability that the estimate [ is e-close
to the real value p is close to 1.

There are many refined versions of the law of large numbers. Especially fundamental is the
central limit theorem, which concerns the behavior of the deviations of the average and states
that the deviations can be expected to be of the order ﬁ and behave like a normally distributed
random variable. While not crucial for these lectures on information theory, we nevertheless state
this result. It can for example be used, as in Exercise 8.7, to understand the leading corrections
to the compression rate at a finite number of copies.

First, we recall that a real-valued random variable X has a normal (or Gaussian) distribution

with mean g and standard deviation ¢ if it has probability density function

1 (@—p)?
p(z) = e 37 forz €R.

V2o

It has cumulative distribution function




The central limit theorem states that if we have a sequence X; of IID random variables with
mean p and standard deviation o, the random variable

=1 \/ﬁ

converges in distribution to a normal distribution with mean o. Note that X(™ is the deviation
of the average from p, multiplied by y/n. This makes precise the fact that the deviations of the
average from p are of the order ﬁ (and are normally distributed). Here we give a version that
is not maximally general, but gives a nice bound on the speed of convergence (known as the
Berry-Esseen bound).

Theorem B.5. Let (X;)ien be an independent and identically distributed sequence of real-valued
random variables with mean u finite variance o and finite p = E|X;|>. Let

then

. Cp
lim |Pr(X™ < ) — F(z)| <
R < o) =l £ 5

where F(x) is the cumulative distribution for a normal distribution with mean zero and standard
deviation o and C' is some constant.

Exercises

B.1 Markov and Chebyshev inequalities: The goal of this exercise is to prove Lemma B.3.

(a) Let X be a random variable taking values in R>o and > 0. Show that X > rlix>01,
where 1(x>,} is the random variable defined by

1 )1 if X >z,
P T 0 X <,

and use this to deduce Markov’s inequality.
(b) Apply Markov’s inequality to the random variable Y = (X — EX)? to prove Chebyshev’s
inequality.

B.2 Law of large numbers: Use Chebyshev’s inequality to prove Theorem B.4.
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